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Ocean Climate Observation Program 
FY 2009 Progress Report 

Spring 2009 
 
 
Project Initiation Year:  2000 
 
Project Summary: 
 
NOAA’s Ocean Climate Observation program is the core of the ocean sub-capability of 
NOAA’s Climate Observations and Monitoring Program.  The Ocean Climate 
Observation program also constitutes the backbone of the Global Component of the U.S. 
Integrated Ocean Observing System (IOOS).  IOOS is the U.S. contribution to the 
international Global Ocean Observing System (GOOS), which is the ocean baseline of 
the Global Earth Observation System of Systems (GEOSS). 
 
In 2003 the Project Office for Climate Observation (OCO) was established under the 
auspices of the Climate Program Office (CPO) to manage the Ocean Climate Observation 
program.  It is the job of OCO to advance its multi-year Program Plan for Building a 
Sustained Ocean Observing System for Climate, which is updated annually.  The intended 
outcome is a sustained global system of complementary in situ, satellite, data, and 
modeling subsystems adequate to accurately document the state of the ocean and to force 
climate models.  The observing system is being put in place to meet climate requirements 
but it also supports weather prediction, global and coastal ocean prediction, marine 
hazard warning systems (e.g., tsunami warning), transportation, marine environment and 
ecosystem monitoring, and naval applications.  Many non-climate users also depend on 
the baseline composite system that is nominally referred to as the Sustained Ocean 
Observing System for Climate. 
 
The Sustained Ocean Observing System for Climate is a composite system-of-systems 
comprised of ten complementary sub-systems or networks (illustrated in Figure 1).  The 
networks are managed by 22 distributed centers of expertise at NOAA laboratories, 
centers, joint institutes, universities and business partners.  The “System” is centrally 
managed at the Office of Climate Observation.  Specifically, OCO’s tasks are to: 

• Monitor the status of the globally distributed networks; report system statistics 
and metrics routinely and on demand; 

• Evaluate the effectiveness of the system; take action to implement improvements 
through directed funding; 

• Advance the multi-year program plan; evolve the in situ networks through 
directed funding; 

• Focus intra-agency, interagency, and international coordination; 
• Organize external review and user feedback; and 
• Produce annual reports on the state of the ocean and the adequacy of the 

observing system for climate. 
 



  

Figure 1. The Networks that make up the Sustained Ocean Observing System for Climate 
are (from lower left to upper right): Dedicated Ships, Ships of Opportunity, Ocean 
Reference Stations, Tide Gauge Stations, Arctic Observing Systems, Tropical Moored 
Buoys, Surface Drifting Buoys, Argo Profiling Floats, and Continuous Satellite Missions 
for sea surface temperature, sea surface height, surface vector winds, ocean color, and sea 
ice.  Not illustrated are the Data & Assimilation Subsystems and Analysis Products. 

 
The 22 distributed centers of expertise that are implementing NOAA’s contributions to 
the system are at AOML, PMEL, ESRL, GFDL, JIMAR (University of Hawaii), JIMO 
(Scripps Institution of Oceanography), CICOR (Woods Hole Oceanographic Institution), 
JISAO (University of Washington), CIMAS (University of Miami), CICAR (Columbia 
University), CIFAR (University  of Alaska), NCDC, NODC, NGDC, CO-OPS, OMAO, 
NDBC, NCEP, FSU (Florida State University), LSA, CLS America, and OCO.  The 
contributions of these centers are summarized by the project managers in their individual 
reports, which are published each year in OCO’s Annual Report on the Ocean Observing 
System for Climate. 
 
Across the United States there are 46 Federal employees, and 81 non-Federal employees 
working to implement NOAA’s contribution to the global ocean observing system.  
Within the OCO project office there are seven Federal employees, and two non-Federal 
employees. 
 
Partnerships are central:  A global observing system by definition crosses international 
boundaries, with potential for both benefits and responsibilities to be shared by many 
nations. All of the Ocean Climate Observation program contributions to global 
observation are managed internationally in cooperation with the Joint WMO/IOC 
Technical Commission for Oceanography and Marine Meteorology (JCOMM).  The 



  

Ocean Climate Observation program sponsors nearly half of the observing system 
platforms in the global ocean, and provides approximately half of the funding needed to 
support JCOMM’s technical infrastructure.  OCO employees provide international 
leadership through active service in the JCOMM Management Committee, Expert Teams, 
and the Implementation Panels, and have held the office of JCOMM Observations 
Program Area Coordinator since 2002. 
 
OCO also works cooperatively with other U.S. agencies, especially the National Science 
Foundation (NSF). The ongoing NSF-NOAA cooperative project for CLIVAR-ocean 
carbon surveys has proved to be an interagency-international-interdisciplinary success. 
NSF has initiated the Ocean Observatories Initiative (OOI), which will provide 
significant infrastructure in support of ocean climate observation; OCO is committed to 
working with NSF to jointly maintain climate reference stations at the OOI global ocean 
observatory sites.  
 
Mission and Requirements:  The mission of the OCO is to build and sustain a global 
climate observing system that will respond to the long term observational requirements of 
the operational forecast centers, international research programs, and major scientific 
assessments.  The focus is on building the in situ ocean component.  The top-level 
requirements are to: 

• Document long term trends in sea level change;  
• Document ocean carbon sources and sinks;  
• Document the ocean’s storage and global transport of heat and fresh water; and  
• Document ocean-atmosphere exchange of heat and fresh water. 

 
Deliverables:  The ocean climate observing system must have the capability to deliver 
continuous instrumental records and analyses accurately documenting: 

• Sea level to identify changes resulting from climate variability; 
• Ocean carbon content every ten years and the air-sea exchange seasonally; 
• Sea surface temperature and surface currents to identify significant patterns of 

climate variability; 
• Sea surface pressure and air-sea exchanges of heat, momentum, and fresh water to 

identify changes in the forcing function driving ocean conditions and atmospheric 
conditions; 

• Ocean heat and fresh water content and transports to: 1) identify changes in the 
global water cycle; 2) identify changes in thermohaline circulation and monitor 
for indications of possible abrupt climate change; and 3) identify where anomalies 
enter the ocean, how they move and are transformed, and where they re-emerge to 
interact with the atmosphere; and 

• Sea ice thickness and concentrations to identify changes resulting from, and 
contributing to, climate variability and change.  

Present ocean observations are not adequate to deliver these products with confidence.  
The fundamental deficiency is lack of global coverage by the in situ networks.  Present 
international efforts constitute only about 61% of what is needed.  The Second Report on 
the Adequacy of the Global Observing System for Climate in Support of the UNFCCC 
concludes that “the ocean networks lack global coverage and commitment to sustained 



  

operations…Without urgent action to address these findings, the Parties will lack the 
information necessary to effectively plan for and manage their response to climate 
change.”  
 
In response to the Second Adequacy Report, international GCOS produced the 
Implementation Plan for the Global Observing System for Climate in support of the 
UNFCCC (GCOS-92).  GCOS-92 was published in October 2004.  It has been endorsed 
by the UNFCCC and by the Group on Earth Observation (GEO).  In particular: 

1. The UNFCCC, Decision CP.10, “Encourages Parties to strengthen their efforts to 
address the priorities identified in the [GCOS] implementation plan, and to 
implement the priority elements …” 

2. The Global Earth Observation System of Systems (GEOSS) 10-Year 
Implementation Plan Reference Document targets include: “Support 
implementation of actions called for in GCOS-92.” 

 
OCO’s Program Plan for Building a Sustained Ocean Observing System for Climate is in 
complete accord with GCOS-92 and provides the framework for NOAA contributions to 
the international effort. In particular 21 of the specific actions listed in the GCOS-92 
ocean chapter (pages 56-84) are being acted upon by the OCO program in cooperation 
with the implementation panels affiliated with JCOMM.  These specific GCOS-92 
actions provide the roadmap to guide annual work plans.  GCOS-92 is accessible via link 
from the OCO web site: www.oco.noaa.gov -- click on “Reports & Products.”  The work 
supported by OCO is directed toward implementation of this international plan and the 
projects are being implemented in accordance with the GCOS Ten Climate Monitoring 
Principles. The OCO-supported projects contributed 48% of the total international effort 
in 2009. 
 

 
 

Figure 2:  Relative contributions to the Global Ocean Observing System. 
 

FY 2009 Accomplishments: 
 
FY 2009 accomplishments are detailed in the individual Project Manager reports.  Some 
highlights include: 

http://www.oco.noaa.gov/�


  

 
• The international global ocean climate observing system overall advanced from 

60% complete in 2008 to 61% complete in 2009. Some highlights for 2009 
included: 

o The Global Drifting Buoy array was maintained at its design strength of 
1250 data buoys in service for the fifth continuous year since 2005, which 
enabled NOAA to continue meeting its GPRA Performance Measure for 
reducing the error in global measurement of sea surface temperature. 

o The Argo profiling float array was maintained at its design strength of 
3000 floats in sustained service for the third continuous year since 2007. 

o RAMA, the tropical moored buoy array in the Indian Ocean, progressed 
from 20 to 24 stations in operation. 

o Transition of the Weddell Sea ocean reference station from the NOAA 
Climate Variability and Predictability Program to OCO funding was 
completed. 

o An NOAA-NSF CLIVAR/Carbon survey line in the Indian Ocean was 
completed aboard the UNOLS ship Roger Revelle. 

o An improved methodology for determining seasonal air-sea fluxes of CO2 
was implemented, blending ocean surface measurements of pCO2 from 
volunteer observing ships and buoys with remote sensing. 

 
• The Ocean Climate Observation program made the following contributions to the 

GCOS initial implementation targets for sustained global ocean observing system 
operations: 

o Tide gauge stations:  16% (the 2009 total international effort was 
estimated to 62%) 

o Surface Drifting Buoys:  49% (the 2009 total international effort was 
estimated to be 79%) 

o Tropical Moored Buoys:  64% (the 2009 total international effort was 
estimated to be 79%) 

o Ships of Opportunity:  24% (the 2009 total international effort was 
estimated to be 67%) 

o Argo Profiling Floats:  58% (the 2009 total international effort was at 
100%) 

o Ocean Reference Stations:  14% (the 2009 total international effort was 
estimated to be 36%) 

o Ocean Carbon Networks:  25% (the 2009 total international effort was 
estimated to 43%) 

 
 

• The NOAA-NSF CLIVAR/Carbon survey made full-depth measurements of 
carbon, tracers, oxygen, nutrients, and physical oceanographic parameters.  This 
international project conducts the only routine measurements sampled below the 
depth of the ARGO array.  Recent findings contribute to ongoing analyses of 
anthropogenic carbon uptake in the global oceans, and demonstrate warming of 
abyssal waters. 



  

 
• A joint OCO-National Marine Fisheries Service project, “Moored carbon, 

biogeochemical, and ecosystem observations in the Southern California Current,” 
was initiated to establish a mooring in the California Current for ecosystem 
monitoring to complement the flow and transport monitoring system that has been 
initiated under prior OCO funding, and to start building a comprehensive real-
time monitoring system for this region. 

 
• The Russian-American Long-term Census of the Arctic (RUSALCA) cruise 

extended 400 km farther north than ever before, with all objectives met. 
 

• The World Ocean Heat Analysis conducted by the National Oceanic Data Center 
commenced quarterly updates. 

 
• A Global Sea Level Index from tide gauges was developed for 1960-2009 by the 

University of Hawaii Sea Level Center. 
 

• The U.S. has continued to maintain more than one-half of the global array of Argo 
floats (the U.S. commitment is one-half), presently deploying operational Argo 
floats.   Approximately 90% of the profiles eligible for delayed-mode processing 
(i.e., greater than one year old) have been processed and submitted to the GDACs.  
This compares with slightly more than 60% a year ago and an average for the 
global array of approximately 60%.  This reflects an increased effort in delayed-
mode quality control in 2009 and will extend into 2010. 

 
 
 



  

Program Funding Summary 
 

 
 

Figure 4: System Funding Record 
 
 
 

 
 

Figure 5:  Program funding distribution. 
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Projects and Web Sites 

 
 

Project Authors Web Site 

1. Tide Gauge Stations 
a. University of Hawaii 

Sea Level Center  
Mark Merrifield  
 

http://uhslc.soest.hawaii.edu 
 

b. Sea Level 
Observation: 
NOAA’s Tide Station 
Network  

Allison Allen, 
Stephen Gill, Lori 
Fenstermacher, 
Carolyn Lindley, 
Chris Zervas 

http://tidesandcurrents.noaa.gov 
http://opendap.co-ops.nos.noaa.gov/content/ 
http://tidesandcurrents.noaa.gov/sltrends/sltrends.shtml 

2. Drifting Buoys 
a. The “Global Drifter 

Program” - Drifter 
Measurements of 
Surface Velocity, 
SST, SSS, Winds and 
Air Pressure 

Peter Niiler http://www.jimo.ucsd.edu/research/projects/current/A_theme/global_
drifter.htm 
 

b. Surface Drifter 
Program: AOML’s 
Component of 
NOAA’s Global 
Drifter Program 

Rick Lumpkin, 
Silvia Garzoli 

http://www.aoml.noaa.gov/phod/dac/gdp.html 
http://www.aoml.noaa.gov/phod/dac/dacdata.html 
http://www.aoml.noaa.gov/phod/dac/gdp_drifter.php 
http://www.aoml.noaa.gov/phod/soto/gsc/index.php  
 

3. Tropical Moored Buoys 
a. The Global Tropical 

Moored Buoy Array  
Michael McPhaden, 
Rick Lumpkin 

http://www.pmel.noaa.gov/pirata/ 
http://www.pmel.noaa.gov/tao/ 
http://www.aoml.noaa.gov/phod/pne 
http://www.pmel.noaa.gov/tao/oceansites/ 
http://www.pmel.noaa.gov/tao/global/global.html 

b. Development of a 
Next Generation 
Platform and 
Instrumentation for 
Continuous Ocean 
Observations (PICO) 

Christian Meinig 
 

http://www.pmel.noaa.gov/pico/ 
 

c. FY2009 Tropical 
Atmosphere Ocean 
(TAO) Array 
Program 
Accomplishments 

Shannon McArthur, 
Michael McPhaden 

http://www.tao.noaa.gov/ 
http://www.pmel.noaa.gov/tao/ 
http://www.oscar.noaa.gov 

4. Ocean Reference Stations 
a. Ocean Reference 

Stations and Air-Sea 
Fluxes 

 

Robert Weller, 
Albert 
Plueddemann, Lisan 
Yu 

http://www.oceansites.org/ 
http://uop.whoi.edu/projects/ntas/ntasdata.html 
http://www.ndbc.noaa.govhttp://uop.whoi.edu/projects/stratus/stratus.
html 
http://uop.whoi.edu/projects/whots/whots.html 
http://oaflux.whoi.edu 

b. High Resolution 
Climate Data From 
Research and 

Christopher Fairall http://www.esrl.noaa.gov/psd/psd3/air-sea/oceanobs/ 
http://www.esrl.noaa.gov/psd/psd3/wgsf 
http://www.esrl.noaa.gov/psd/psd3/air-sea 
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Volunteer Observing 
Ships  

ftp://ftp.etl.noaa.gov/et6/cruiseshttp://www.ncdc.noaa.gov/oa/rsad/air-
sea/surfa.html 
http://www.esrl.noaa.gov/psd/psd3/cruises/ 
http://www.usclivar.org/hlat.php 
http://saga.pmel.noaa.gov/Field/icealot/ 

c. Western Boundary 
Time Series in the 
Atlantic Ocean 

Molly Baringer, 
Christopher Meinen, 
and Silvia Garzoli 

http://www.aoml.noaa.gov/phod/wbts/ 
http://www.aoml.noaa.gov/phod/floridacurrent/ 

d. South Atlantic 
Meridional 
Overturning 
Circulation 

Christopher Meinen, 
Silvia Garzoli, 
Molly Baringer 

 

e. PMEL Ocean Climate 
Stations 

Meghan Cronin, 
Christian Meinig, 
Christopher Sabine 
Nicholas Bond 

http://www.pmel.noaa.gov/OCS/http://uskess.orghttp://www.pmel.no
aa.gov/keo/data.html 
http://www.pmel.noaa.gov/stnP/data.html 
http://usclivar.org/Organization/wbc-wg.html 

f. Weddell Sea 
Moorings 

Bruce Huber, 
Arnold Gordon 

http://www.ldeo.columbia.edu/res/div/ocp/projects/corc.shtml 
http://www.oceansites.org/ 

g. Monitoring the 
Indonesian 
Throughflow in 
Makassar Strait 

Arnold Gordon, R. 
Dwi Susanto 

 

 

h. Meridional 
Overturning 
Variability 
Experiment 

Uwe Send http://mooring.ucsd.edu 
 
 

i. CORC: Integrated 
Boundary Current 
Observations in the 
Global Climate 
System  

Uwe Send, Russ 
Davis, Daniel 
Rudnick, Dean 
Roemmich, Peter 
Niiler, Bruce 
Cornuelle 

http://mooring.ucsd.edu 
 
 

j. Glider Measurements 
of the Solomon Sea 

William Kessler http://spray.ucsd.edu/ 
 

k. Development of an 
“Adaptable Bottom 
Instrument 
Information Shuttle 
System” (ABIISS) 

Silvia Garzoli, 
Ulises Rivero, 
Christopher Meinen 

www.aoml.noaa.gov/phod/instrument_development 
 

l. Assimilation, 
Analysis and 
Dissemination of 
Pacific Rain Gauge 
Data: PACRAIN 

 

Mark Morrissey, 
Susan Postawko, 
Scott Greene 

http://pacrain.evac.ou.edu/ 
http://sparce.evac.ou.edu/ 
http://srdc.evac.ou.edu 
http://www.pi-gcos.org/ 
http://pacrain.evac.ou.edu/pacusers.html 
http://pacrain.evac.ou.edu/changes.html 
http://gcmd.nasa.gov/records/GCMD_ATOLL_RAIN_PACIFIC.html 
http://dss.ucar.edu/datasets/ds484.0/ 
http://www.ncdc.noaa.gov/oa/climate/ghcn-monthly/index.php 

5. Ships of Opportunity 
a. SIO High Resolution Dean Roemmich, http://www-hrx.ucsd.edu 
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XBT Transects Bruce Cornuelle, 
Janet Sprintall 

 

b. Ship of Opportunity 
Program (SOOP), 
Volunteer Observing 
Ships, Expendable 
Bathythermograph 
(XBT) and 
Environmental Data 
Acquisition Program 

Gustavo Goni, 
Molly Baringer, 
Silvia Garzoli 

http://www.aoml.noaa.gov/phod/goos 
SEAS: http://www.aoml.noaa.gov/phod/trinanes/SEAS/ 
HD: http://www.aoml.noaa.gov/phod/hdenxbt 
FR/LD: http://www.aoml.noaa.gov/phod/goos/ldenxbt 
http://www.aoml.noaa.gov/phod/VOS/REPORTS/ 
http://www.aoml.noaa.gov/phod/hdenxbt/high_density_home.php 
http://www.aoml.noaa.gov/phod/tsg 

6. ARGO Profiling Floats 
a. The Argo Project: 

Global Observations 
for Understanding 
and Prediction of 
Climate Variability  

Dean Roemmich, 
Russ Davis, Stephen 
Riser, W. Brechner 
Owens, Silvia 
Garzoli, Gregory 
Johnson 

http://www.argo.ucsd.edu 
http://argo.jcommops.org 
http://www.usgodae.org/ 
http://www.ifremer.fr/coriolis/cdc/argo.htm 
http://www-argo.ucsd.edu/Acpres_offset2.html 
http://www.argo.ucsd.edu/FrBibliography.html 
http://www.argo.ucsd.edu/FrUse_by_Operational.html 
http://www.argo.ucsd.edu/FrEducational_use.html 
http://sio-
argo.ucsd.eduhttp://www.aoml.noaa.gov/phod/argo/index.phphttp://fl
ux.ocean.washington.edu/argo/http://floats.pmel.noaa.gov 

7. Ocean Carbon Networks 
a. Global Repeat 

Hydrographic/CO2/Tr
acer Surveys In 
Support of CLIVAR 
And Global Carbon 
Cycle Objectives: 
Carbon Inventories 
And Fluxes 

Richard Feely, 
Christopher Sabine, 
Gregory Johnson, 
John Bullister, 
Calvin Mordy,  Rik 
Wanninkhof, Molly 
Baringer, 
Christopher 
Langdon, Jia-Zhong 
Zhang 

http://www.pmel.noaa.gov/co2/co2-home.html 
http://www.aoml.noaa.gov/ocd/gcc/co2research/ 
http://www.carboncyclescience.gov 
http://ushydro.ucsd.edu/ 
http://www.clivar.org 
http://www.clivar.org/carbon_hydro/index.htm 
http://www.globalcarbonproject.org/ 
http://www.ioccp.org 
http://cchdo.ucsd.edu/data_access/show_cruise?ExpoCode=33RR200
90320 

b. Surface Water pCO2 
Measurements from 
Ships 

Rik Wanninkhof, 
Richard Feely, Taro 
Takahashi, Nicholas 
Bates, Gustavo 
Goni, Frank Millero 

http://www.aoml.noaa.gov/ocd/gcc/ 
http://www.pmel.noaa.gov/co2/uwpco2 
http://www.bios.edu/Labs/co2lab/ 
http://www.ldeo.columbia.edu/CO2 
http://www.aoml.noaa.gov/phod/tsg/index.php 
http://www.aoml.noaa.gov/ocd/gcc/rvbrown_data2009.php 
http://www.aoml.noaa.gov/ocd/gcc/explorer_realtime.php 
http://www.aoml.noaa.gov/ocd/gcc/rvgunter_realtime.php 
http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph 
 

APPENDIX. 
Underway CO2 
Measurements aboard 
the RVIB Palmer and 
Data Management of 
the Global VOS 
Program 

Taro Takahashi http://www.ldeo.columbia.edu/res/pi/CO2/ 
http://www.bios.edu/Labs/co2lab/ 
http://www.oceansites.org 
http://cdiac.ornl.gov/oceans/LDEO_Underway_Database/LDEO_hom
e.html 
www.ldeo.columbia.edu/CO2 

c. High-Resolution Christopher Sabine http://www.pmel.noaa.gov/co2/moorings/ 
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Ocean And 
Atmosphere 
pCO2Time-Series 
Measurements 

http://www.oceansites.org/ 
 

8. Arctic Ocean Observing System 
a. Arctic Sea Ice 

Thickness 
Observations  

Jacqueline Richter-
Menge,  Humfrey 
Melling and Don 
Perovich 

http://imb.crrel.usace.army.mil/ 
http://nsidc.org/noaa/moored_uls/index.html 
http://iabp.apl.washington.edu/ 
http://www.aoncadis.org/ 
http://www.arcus.org/search/seaiceoutlook/index.php 
 
 

b. RUSALCA: The 
Pacific Gateway to 
the Arctic – 
Quantifying and 
Understanding Bering 
Strait Oceanic Fluxes 

Rebecca Woodgate, 
Ron Lindsay, Tom 
Weingartner and 
Terry Whitledge 

http://psc.apl.washington.edu/BeringStrait.html 
 

9. Ocean Analysis and Data Assimilation 
a. In situ and Satellite 

Sea Surface 
Temperature (SST) 
Analyses   

Richard Reynolds, 
Huai-Min Zhang 

http://www.ncdc.noaa.gov/oa/climate/research/sst/oi-daily.php 
http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php 
http://www.ncdc.noaa.gov/oa/climate/research/anomalies/index.html#
means 
http://podaac.jpl.nasa.gov 

b. Development of 
Global Heat and 
Freshwater Anomaly 
Analyses 

Gregory Johnson, 
John Lyman, Josh 
Willis 

http://oceans.pmel.noaa.gov/ 
 

c. Ocean Heat and 
Freshwater Content 
Variability Estimates 

Sydney Levitus http://www.nodc.noaa.gov/  

d. Evaluating the Ocean 
Observing System: 
Performance 
Measurement for 
Heat Storage 

Claudia Schmid, 
Gustavo Goni 

http://www.aoml.noaa.gov/phod/sardac/products/hs/introduction.php  

e. Quarterly reports on 
the State of the 
Ocean: Meridional 
Heat Transport 
Variability in the 
Atlantic Ocean 

Molly Baringer, 
Silvia Garzoli, 
Gustavo Goni 

http://www.aoml.noaa.gov/phod/soto/mht/ 
 

f. A Fifty-Year 
Analysis of Global 
Ocean Surface Heat 
Flux to Improve the 
Understanding of the 
Role of the Ocean in 
Climate 

Lisan Yu and Robert 
Weller 

http://oaflux.whoi.eduhttp://dss.ucar.edu/datasets/ds260.1/ 
 
 

g. Climate Variability in 
Ocean Surface 

Mark Bourassa, 
Shawn Smith, Eric 

http://www.coaps.fsu.edu/RVSMDC/FSUFluxes/ 
http://www.coaps.fsu.edu/RVSMDC/SAC/ 
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Turbulent Fluxes Chassignet http://www.cpc.ncep.noaa.gov/products/CDB/ 
ftp://www.coaps.fsu.edu/pub/fsu3/research/  
http://coaps.fsu.edu/thredds.php 

h. Sea Level Analysis: 
NOAA’s Tide Station 
Network 

Allison Allen, 
Stephen Gill, Lori 
Fenstermacher, 
Carolyn Lindley, 
Chris Zervas 

http://tidesandcurrents.noaa.gov 
http://tidesandcurrents.noaa.gov/sltrends/sltrends.shtml 
http://tidesandcurrents.noaa.gov/sltrends/sltrends_global.shtml 
http://opendap.co-ops.nos.noaa.gov/content/ 

i. Evaluating the Ocean 
Observing System: 
Surface Currents 

Rick Lumpkin, 
Gustavo Goni 

http://www.aoml.noaa.gov/phod/soto/gsc/ 
http://www.aoml.noaa.gov/phod/altimetry/ 

j. Global Carbon Data 
Management and 
Synthesis Project 

Christopher Sabine, 
Richard Feely, Steve 
Hankin, Rik 
Wanninkhof, Tsung-
Hung Peng, Alex 
Kozyr, Robert Key, 
Frank Millero, 
Andrew Dickson  

http://cdiac.ornl.gov/oceans/home.html 
http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph 
 

APPENDIX. 
Global Carbon Data 
Management and 
Synthesis Project 

Frank Millero  

k. Observation-Based 
Quantification of 
Seasonal to 
Interannual Changes 
in Air-Sea CO2 
Fluxes 

Rik Wanninkhof, 
Richard Feely, 
Christopher Sabine, 
Kent Hughes 
 

http://www.aoml.noaa.gov/ocd/gcc 
http://ioc3.unesco.org/ioccp/Synthesis.html 
http://www.aoml.noaa.gov/ocd/gcc/movieloop.html 
http://www.aoml.noaa.gov/ocd/gcc/TGeunHaFlux 
http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph
. 

l. Using Models to 
Improve our Ability 
to Monitor Ocean 
Uptake of 
Anthropogenic 
Carbon 

Keith Rodgers, 
Anand 
Gnanadesikan 

 

m. Climate Prediction 
Center Analyses and 
Monitoring in 
Support of the Ocean 
Observing System for 
Climate 

Arun Kumar, Yan 
Xue, Pingping Xie 

http://www.cpc.ncep.noaa.gov/products/GODAS/ 
 

n. Enhanced Ocean 
Climate Products 
from NCEP 

Stephen Lord, David 
Behringer 

http://www.cpc.ncep.noaa.gov/products/GODAS/ 
http://nomads.ncdc.noaa.gov/NOAAReanalysis/cfsrr 

o. Ocean Data 
Assimilation 
Research at GFDL 

Tony Rosati, 
Shaoqing Zhang, 
You-Soon Chang 

http://www.gfdl.noaa.gov/ocean-data-assimilation 

p. Simulation of the 
Argo Observing 
System 

Igor Kamenkovich  http://www.hycom.org 

q. Observing System D.E.Harrison, Andy http://staff.washington.edu/chiodi/manuscripts/manuscripts.shtml 
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Research Studies Chiodi 
10. Data Management 

a. The Observing 
System Monitoring 
Center (OSMC) 

Steven Hankin, 
Kevin Kern, Ted 
Habermann 

http://www.osmc.noaa.gov 
http://osmc.noaa.gov:8180/beta/OSMC/OSMC.html 
 

b. NDBC OceanSites 
GDAC  

William Burnett http://www.oceansites.org 
ftp://data.ndbc.noaa.gov/data/oceansites 
ftp://ftp.ifremer.fr/ifremer/oceansites 
http://dods.ndbc.noaa.gov/thredds/catalog/data/oceansites/catalog.htm
l 

c. NDBC Metadata 
Services for the 
Climate Data 
Assembly Center 

William Burnett  

d. World Ocean 
Database Project 

Sydney Levitus  

e. U.S. Research Vessel 
Surface Meteorology 
Data Assembly 
Center 

Shawn Smith, Mark 
Bourassa, Eric 
Chassignet 

http://samos.coaps.fsu.edu/ 
http://www.coaps.fsu.edu/RVSMDC/html/data.shtml 
http://coaps.fsu.edu/thredds.php 
http://www.nodc.noaa.gov/Archive/Search 

f. Ocean Data 
Management at 
NCDC: From Ingest 
to Archive, Blended 
Products and Data 
Services 

Huai-Min Zhang, 
Neal Lott, Stephen 
Delgreco, Richard 
Reynolds 

http://www.ncdc.noaa.gov/oa/rsad/blendedseawinds.html 
http://www7.ncdc.noaa.gov/CDO/CDOMarineSelect.jsp 
http://www.ncdc.noaa.gov/oa/climate/vosclim/vosclim.html 
http://www.ncdc.noaa.gov/oa/rsad/seawinds.html 
http://www.ncdc.noaa.gov/oa/rsad/air-sea/surfa.html 
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Project Summary 
 
The University of Hawaii Sea Level Center (UHSLC) collects, processes, analyzes, and 
distributes tide gauge data from around the world in support of climate and oceanographic 
research.  The UHSLC focuses on the collection of high frequency measurements that are 
available in near-real time usually via the Global Telecommunications System (GTS).  The 
center complements the Permanent Service for Mean Sea Level (PSMSL), which is the primary 
archive for historic monthly-averaged time series of sea level.  Data are provided to the UHSLC 
from ~ 450 stations maintained by 65 international agencies.  In addition, the UHSLC directly 
assists host countries in the maintenance and operation of 62 stations.  The UHSLC is an active 
contributor to the Intergovernmental Oceanographic Commission Global Sea Level Observing 
System (GLOSS), and participates in operational and scientific oversight through the GLOSS 
Group of Experts.  The UHSLC is primarily concerned with the implementation of the GLOSS 
Core Network of stations, and the Global Climate Observing System (GCOS) sea level network, 
a subset of GLOSS designated as being of high importance for climate research.   
 
The UHSLC distributes near real-time and historic data directly from its host web site, 
http://uhslc.soest.hawaii.edu, through a dedicated OPeNDAP server, the Pacific Marine 
Environmental Laboratory Climate Data Portal, the National Ocean Partnership Program 
(NOPP) sponsored National Virtual Ocean Data System (NVODS) project, and the NOAA 
Observing Systems Architecture (NOSA) geospatial and geospatial metadata databases.  The 
center also collaborates with NOAA’s National Oceanographic Data Center (NODC) to maintain 
the Joint Archive for Sea Level (JASL), which is a quality assured database of hourly sea level 
from an expanded set of global stations.  
 
UHSLC datasets are used in conjunction with operational numerical models, for the calibration 
of satellite altimeter data, the production of oceanographic products, and research on interannual 
to decadal climate fluctuations and short-term extreme events.  UHSLC station data are made 
available directly to the Pacific Tsunami Warning Center and the Japanese Meteorological 
Agency for tsunami monitoring, as well as to various national tsunami warning agencies.  Over 
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the years the UHSLC has participated in national and international programs including 
NORPAX, TOGA, WOCE, GODAE and CLIVAR. 
 
Accomplishments 
 
Tide Gauge Operations 
 
The UHSLC assists with the operation and maintenance of 62 tide gauge stations in collaboration 
with local operators (Figure 1).  All of these stations transmit data via the GOES, Meteosat, or 
GMT satellites.  The transmission cycles have historically been between 1 to 3 hours of 2 to 6 
minute averaged data; however, we are in the process of switching all stations over to 5 to 15 
minute transmissions of 1 to 3 minute averages, with even higher rates at major tsunami 
generation zones.  Of the 62 UHSLC stations, 49 contribute to the GLOSS Core network, and 35 
to the GCOS network. 17 stations have collocated or nearby GPS reference stations.  The 
UHSLC shares responsibility for the sites with local operators, which lowers our costs by 
reducing travel for our technicians while raising the reliability of the stations and the data 
quality.  At most locations, on-site personnel perform regular maintenance, tide staff 
measurements, and provide security.  UHSLC’s role has been to provide spare parts as needed, to 
visit the sites on 1-3 year intervals to repair and upgrade components and to ensure the proper 
operation of the station, to trouble-shoot problems as they arise in coordination with local 
operators, and to quality assess the datasets.  In the long-term, we provide training on station 
operation and maintenance with the aim of eventually transferring full responsibility of the 
station to local agencies. 
 

 
 
Figure 1. Tide gauge stations operated and maintained with assistance from the UHSLC. 
New station installations and upgrades of existing OCO stations during FY2009 are listed in 
Table 1.  The Intergovernmental Oceanographic Commission (IOC) and the Asian Disaster 
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Preparedness Center (ADPC) provide supplemental funding for the maintenance of tsunami 
capable stations in the Indian Ocean.  Our ability to maintain these stations at low costs to the co-
sponsor was due to our core operational support provided by OCO.  In turn, our involvement in 
this implementation benefited the aims of the global sea level network and OCO by ensuring that 
all stations are suitable for sea level monitoring as well as tsunami warning.  All are equipped 
with open-air radar sensors, and most feature a backup float gauge or acoustic sensor, for stable 
and accurate long-term measurements.  Most of these sites are either in the GLOSS Core 
Network or they will be proposed as new additions to the network at the next GLOSS meeting.  
In addition, we intend to recommend many of these sites as replacements for nearby GCOS 
stations that have a low probability of becoming operational.   
 
Station Country Date of Visit Co-Sponsor 
Zanzibar  Tanzania 2009/1 IOC 
Mombasa Kenya 2009/2  
Lamu Kenya 2009/2 IOC 
Settlement Point Bahamas 2009/3  
Manila Philippines 2009/5  
Subic Bay Philippines 2009/5  
Davao Philippines 2009/5  
Muscat Oman 2009/5 IOC 
Prigi Indonesia 2009/5  
Cilicap Indonesia 2009/5  
Padang Indonesia 2009/5 IOC 
Christmas Island Kiribati 2009/8  
Male Maldives 2009/8  
Gan Maldives 2009/8 IOC 
Hanimadoo Maldives 2009/8 IOC 
Colombo Sri Lanka 2009/8  
Davao Philippines 2009/9  
Currimao Philippines 2009/9 ADPC 
 
Table 1. Station maintenance visits by UH technicians during FY2009.  
 
 
Dataset Holdings 
 
The Joint Archive for Sea Level (data latency: 1-2 years) is a collaborative effort between the 
National Oceanographic Data Center (NODC), the World Data Center-A for Oceanography, and 
the UHSLC.  A NOAA Liaison officer supported by National Coastal Data Development Center 
(NCDDC) helps maintain the JASL.  The JASL consists of a quality assured database of hourly 
sea level time series from stations around the world.  We consider this to be our research quality 
database, complementary to the monthly averaged data maintained as PSMSL.  
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The UHSLC maintains a fast delivery database (data latency: 1 month) in support of various 
national and international programs (e.g., GODAE, CLIVAR, GLOSS, GCOS).  To ensure 
active participation and coordination with the international community, the database has been 
designated by the IOC as a component of the GLOSS program.  The fast delivery data are used 
extensively by the altimeter community for ongoing assessment and calibration of satellite 
altimeter datasets.  In particular, fast delivery data are used for monitoring the latest JASON 
altimeter and for the tie between JASON, TOPEX/Poseidon, ERS, and GEOSAT satellites.  The 
fast delivery sea level dataset now includes 253 stations, 192 of which are located at GLOSS 
sites, and 134 at GCOS sites. 
 
Real-time data are received via a number of transmission channels. For example, data from 
UHSLC operated stations are received at the data center within minutes of transmission using the 
geostationary meteorological satellite system and the GTS.  Data from the U.K. stations are 
received via email and updated within hours of transmission.  NOAA CO-OPS data are obtained 
via the GTS and a backup download from their web site.  Data from Chile and other countries 
that use the GOES are acquired via the GTS and also downloaded from the GOES web site. 
 
As part of the JCOMM SLP-Pac, the UHSLC operates a Specialized Oceanographic Center that 
produces sea surface topography maps (monthly) and diagnostic time series (quarterly) for the 
Pacific Ocean. This activity is a continuation of one of the earliest examples of operational 
oceanography.  The analysis includes comparisons of tide gauge and altimeter sea surface 
elevations that are available at our web site (http://ilikai.soest.hawaii.edu/uhslc/products.html).  
 
The center produces CD-ROMs that mirror the UHSLC web site.  These CDs are distributed 
with the JASL annual data report, shared with all data originators, and sent to other users upon 
request.  Over 100 were distributed again last year. 
 
GCOS Network Status 
 
The UHSLC is working with GLOSS and international partners to bring the 170 stations in the 
GCOS network into full operational mode, which means having all stations report high quality 
data in near-real time (NRT, within minutes to a day) or Fast Delivery (1-6 weeks with quality 
assessment) with the majority of stations having vertical datum control via GPS or DORIS.  The 
status of the GCOS network is summarized in Table 1.  147 of the 170 stations now provide tide 
gauge in NRT or Fast delivery mode.  Only 6 stations currently are not providing tide gauge data 
of any kind. We are targeting the 44 stations that currently have NRT or Fast delivery tide gauge 
data but no GPS or DORIS.   We are trying to coordinate the upgrade of these stations through 
GLOSS.   
 
 

Tide Gauge GPS Number of stations 
NRT or Fast delivery Yes 103 
Delayed mode Yes 7 
No data Yes 3 
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NRT or Fast delivery No 44 
Delayed mode No 10 
No data No 3 

 
Table 2. Status of GCOS network (December 2009).  
 
Research during FY09 focused on global sea level rise estimates.  We are examining the spatial 
pattern of sea level rise during 1993-2008 (altimetry) and trying to understand this pattern in the 
context of decadal variations in sea level estimated using long tide gauge records.  The 
preliminary findings suggest that the low sea level rates in the northern hemisphere, described in 
a J. Climate paper that appeared this year (Merrifield et al., 2009), are attributed in large part to a 
transition to a cold Pacific Decadal Oscillation phase during the 1993-2008 period.  This period 
was marked by an increase in easterly winds in the equatorial central Pacific and enhanced 
upwelling favorable winds along the eastern boundary of the North Pacific.  The direct wind-
forced response should lead to a redistribution of sea level but not necessarily a decrease in the 
area-averaged sea level rise rate.  We are investigating how variations in air-sea flux associated 
with the PDO shift and/or cross-equatorial volume transport may lead to the lower sea level rise 
rates in the North Pacific. 
 
We developed a 60-year time series for global sea level based entirely on the tide gauge network.  
The time series will be used to provide near-real time estimates of global sea level to 
complement altimeter based estimates.  
 
Michael Bevis at the Ohio State University has provided us with his analysis of a global set of 
GPS vertical rate time series near tide gauge stations.  The preliminary estimates of vertical land 
motion are being used to correct sea level trends at tide gauge stations for a new estimate of the 
global sea level rise rate.  We are in the process of assessing these rates in relation to spatial 
maps of sea level trends. 
 
We took part in the fifth OCO contribution to the BAMS State of the Climate report, describing 
sea level patterns during 2008, and an update of global sea level rise estimates (Merrifield et al., 
2009).  We also contributed to two OceanObs09 community white papers on global sea level rise 
and the GLOSS network. 
 
Conferences, Meetings, Expert Panels, and Working Groups 

 "Coastal Sea Level Stations in the Southeast Asia Region", Bernard Kilonsky, The 2nd 
International Round Table Dialogue on Earthquake and Tsunami Hazards and Risks in 
Southeast Asia, South China Sea and Western Pacific Marginal Seas Region, Malaysia, 
6-8 October 2008. 

 "Developing Coastal Tsunami Enabled Sea Level Stations in the Indian Ocean", Bernard 
Kilonsky, Mark Merrifield and Parluhutan Manurung, International Conference on 
Tsunami Warning (ICTW), Indonesia, 12-14 November2008. 
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 "Core IOTWS Coastal Sea Level Station", Bernard Kilonsky, ICG/IOTWS Working 
Group 2 Intersessional Meeting, Indonesia , 14 - 15 November 2008. 

 Meeting of the Technical Committee of the Regional Integrated Multi-Hazard Early 
Warning System, Thailand, 24-26 November 2008. 

 "Indian Ocean Coastal Sea Level Station: Specifications and communications", Bernard 
Kilonsky, Mark Merrifield, International Workshop on Tsunami and Strom Surge Hazard 
Assessment and Management for Bangladesh, Bangladesh, 21-22 January, 2009. 

 "GLOSS Status Report", Bernard Kilonsky, Mark Merrifield,  Twenty-third Session of 
the Intergovernment Coordination Group for the Pacific Ocean Tsunami Warning and 
Mitigation System, Samoa, 16 - 18 February 2009. 

 Global Meeting of the Intergovernmental Coordination Groups for Tsunami Warning 
Systems (GLOBAL TWS), France, 24 - 27 March 2009. 

 GLOSS Group of Experts meeting, Paris, France, May 2009. 

 
Publications And Reports  
 
Merrifield, M., S. Nerem, G. Mitchum, L. Miller, E. Leuliette, S. Gill and P. Woodworth, 2009:  

Sea Level Variations, 2008 Annual Assessment [in “State of the Climate in 2008”]. Bull. 
Amer. Met. Soc., 90, S1-S196. 

Merrifield, M. A., S. T. Merrifield, and G. T. Mitchum, 2009. An anomalous recent acceleration 
of global sea level rise, accepted J. Clim., 22, doi:10.1175/2009JCLI2985.1. 

Mitchum, G., S. Nerem, M.A. Merrifield and R. Gehrels, 2009: 20th Century Sea Level Change 
Estimates From Tide Gauges and Altimeters, Cambridge University Press (reviewed book 
chapter), in press.  
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Figure 2. Estimate of global sea level based on tide gauge analysis of Merrifield et al. (2009).  

Estimates are made based using 1 and 15 year time averaging. 
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1. Abstract 
 
NOAA’s Center for Operational Oceanographic Products and Services (CO-OPS), within the 
National Ocean Service (NOS), operates and maintains the National Water Level Observation 
Network (NWLON), a network of 210 long-term tide stations.  These stations represent the 
longest continuous sea level time series in the U.S. and provide critical information on sea level 
trends and variability as an indicator of climate change.  In situ observations from this tide 
station network support both local and global sea level measurement, and provide input to the 
Global Sea Level Observing System (GLOSS).  Over the past several years, CO-OPS has 
contributed to NOAA’s implementation of a Global Ocean Observing System (GOOS) for 
Climate, as outlined in the NOAA Climate Program Office Program Plan.  Specifically, CO-OPS 
observations and analysis directly support the “Tide Gauge Station” subsystem of the Climate 
Observation System, though the applications extend beyond climate variability to include marine 
transportation, hazard warning, weather prediction, inundation modeling, and ecosystem 
monitoring. 
 
2. Project Summary 
 
The National Oceanic and Atmospheric Administration (NOAA) Center for Operational 
Oceanographic Products and Services (CO-OPS) operates and maintains a network of 210 long-
term, continuously operating coastal water level stations on all U.S. coasts and in the Great 
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Lakes.  This National Water Level Observation Network (NWLON) also includes stations on 
Pacific and Caribbean ocean islands, U.S. territories, and possessions.  Many of these stations 
have now been in operation for over 100 years, with a few in operation for over 150 years.  
NOAA, through CO-OPS, has the national legal authority for coastal tides, tidal currents, and 
water levels, and is the U.S. leader on relative sea level information for all parts of the U.S.  The 
operation of these stations, and their long period of record, is critical to understanding sea level 
rise and climate variability, both on a global and local scale.  Tide gauge records provide relative 
sea level trends critical for coastal zone management, engineering, and long-term planning and 
decision-making on a local and national scale.  They also provide calibration for satellite 
altimeters to better understand and measure global sea level changes caused by thermal 
expansion and changes in freshwater input.  While the period of record for satellite altimeters is 
relatively short, tide gauge records exist for several decades, giving us a better understanding of 
what changes we have seen, and how that reflects future variability in sea level due to climate 
change.  All NWLON stations are multi-purpose, providing both long-term and real-time water 
level information to support multiple user communities, including navigation, hazard warning 
and mitigation, and coastal zone management.  In the climate community alone, immediate users 
of this data include climate researchers, NOAA and federal partners who use the information to 
develop climate mitigation strategies for coastal communities or for management decisions, 
coastal managers responsible for implementing climate change response and mitigation 
strategies, the general public, climate modelers requiring local information to downscale global 
models and develop local projections, and many others.  All CO-OPS data are available real-
time, and products, including long-term trends and monthly and annual means, are available 
through the CO-OPS Sea Levels Online web site, and are archived at all three Global Sea Level 
Observing System (GLOSS) archive centers.  The data are also available through the Permanent 
Service for Mean Sea Level.  Twenty-seven NWLON stations currently comprise the U.S. 
contribution to the core GLOSS network, and forty-five are part of the GLOSS-Long Term 
Trend (LTT) network.  CO-OPS also supports the Global Earth Observation System of Systems 
(GEOSS) by providing on-line sea level trends and analysis for 114 international GLOSS-LTT 
stations by operating and maintaining the GLOSS-ALT tide gauges at Oil Platform Harvest for 
satellite altimeter calibration and evaluation, and by maintaining the long-term tide station at 
Bermuda.  These efforts directly support the NOAA Office of Climate Observation (OCO) 
deliverable with respect to sea level: to identify changes resulting from trends and variability in 
climate.  Failure to continue operation of CO-OPS’ observing systems, update long-term time 
series, and analyze sea level trends on a national and global scale would cause a large gap in the 
Global Ocean Observing System for Climate and negatively impact understanding of both local 
and global sea level changes as an indicator of climate change. 
 
 
 
3. Scientific Accomplishments 
 
Accomplishments by CO-OPS in the area of climate variability can be divided into three primary 
tasks, as outlined in the 2009 work plan delivered by CO-OPS to OCO in November 2008.  2009 
work was primarily a continuation of the work begun in previous years.  All three tasks support 
the Office of Climate Observation’s sea level deliverable.  These tasks are: 
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 Develop and implement a routine annual sea level and extreme event analysis reporting 
capability that meets the requirements of the Climate Observation Program  [Reported 
separately as an analysis project.] 

 
 Upgrade the operation of selected National Water Level Observation Network Stations to 

ensure continuous operation and connection to geodetic reference frames.  [Reported 
here.] 

 
 Operate and maintain water level measurement systems on Platform Harvest in support of 

calibration of the TOPEX/Poseidon and Jason-1 satellite altimeter missions. [Reported 
here.] 
 

 
 
 

 
There are several coastal and island NWLON stations critical to the Global Ocean Observing 
System for Climate.  The operation and maintenance of the ocean island stations of the National 
Water Level Observation Network (NWLON) has been increasingly more difficult over time due 
to the slow abandonment of the island facilities by the U.S. Department of Defense, at which 
some of the stations reside.  Finding routine and/or cost-effective flights can be difficult, yet 
these stations require high standards of annual maintenance to ensure the integrity of their long 
term data sets.  Annual maintenance is extremely important, especially in light of the fact that 
corrective maintenance is logistically very difficult and expensive.   Therefore, over the past few 
years, the focus of CO-OPS contribution to the Global Ocean Observing System for Climate has 
been on upgrading hardware and software at 11 identified critical ocean island sites, creating 
redundancy in data collection to ensure continuous time series, improving communications 
where necessary, and establishing geodetic connections and continuous GPS monitoring sites 
where they do not currently exist.  Establishing a geodetic connection, and monitoring rates of 
land motion at sea level observation points is critical in understanding the mechanisms 
contributing to local rates sea level rise and better quantifying rates of global change.  All of this 
work supports the OCO deliverable to identify changes resulting from trends and variability in 
climate.  Observations are critical to this sea level work. 
 
In 2009, work on this task involved two primary components.  First, equipment was purchased to 
be installed at Adak, Alaska in FY10, in order to provide redundancy at this remote location.  In 
accordance with this effort, two additional data collection platforms will be installed.  Second, 
the installation of a Continuously Operating Reference System (CORS) was planned for Midway 
Island, as well as the establishment of a geodetic connection using GPS.  However, the work at 
Midway was not completed prior to the end of FY09 due to difficulty with the timing of the 
contract mechanism, travel logistics, and technical challenges with the site’s infrastructure.  
Work on both tasks will be completed in FY10 through no additional funding to OCO.  We were 
also notified that there is a CORS operating at Adak, Alaska, which had been tentatively planned 
for the CO-OPS 2011 Work Plan, and will no longer be necessary.  Due to the work done in 
2009, the priority work to upgrade and establish geodetic connections at the Pacific, Alaska, and 
Caribbean island sites is nearly complete (see Table 1). 

3.1 Tide Station Upgrade and Geodetic Connections
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Table 1. Status of Ocean Island NWLON Station Upgrades and Improvements 

Station Upgraded Geodetic 
Connection 

CORS Operating 

Guam Yes Yes Yes 
Kwajalein Yes Yes Yes 
Pago Pago Yes Yes Yes 
Wake Island Yes Yes No* 
Midway Yes No* No** 
Adak No* Yes Yes 
Bermuda Yes Yes Yes 
San Juan, PR Yes Yes Yes 
Magueyes Island, 
PR 

Yes Yes Yes 

Charlotte Amalie, 
VI 

Yes Yes Yes 

St. Croix, VI Yes Yes Yes 
 
* Will be completed in FY10 without additional funding requested 
** Will be completed in FY10 through FY10 Work Plan and Budget Request 
 

 
 

 
Support for the TOPEX/Poseidon satellite altimeter mission began with installation of an 
acoustic system and a digibub system on Platform Harvest in 1992 (see Figure 1).  System 
operations include provision of water level measurements relative to the satellite altimeter 
closure analysis reference frame for calibration monitoring (see B. Hanes et al, Special Issue of 
Marine Geodesy, 2003 “The Harvest Experiment:  Monitoring Jason-1 and TOPEX-Poseidon 
from a California Offshore Platform”).  CO-OPS’ special support for this site has included a 
vertical survey on the Platform necessary to relate the water level sensor reference zeros (near 
the bottom catwalk) to the GPS reference zero (located up top at the helipad on the Platform).  
Continuous data are required to monitor effects of waves on the water level measurements and to 
ensure provision of data during the times of altimeter over flights every ten days, so care is taken 
to ensure accurate and reliable data collection and dissemination.  Raw and verified 6-minute 
interval water level data are posted on the CO-OPS web-site. 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.2 Satellite Altimeter Support
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Figure 1.  Platform Harvest Calibration Site at which NOAA tide gauges are located. 
 
 
The original acoustic system was replaced by a digibub pressure system prior to the Jason-1 
altimeter launch.  These two digibub pressure tide gauge systems have been collecting 
continuous water level data streams surveyed into the Platform and Satellite Orbit Reference 
frames.  In 2009, CO-OPS replaced one of the two nitrogen tanks and digibub systems with an 
air pump, which is a safer, more reliable, and more cost-effective system for long-term 
maintenance.  Both systems were not replaced at once in order to ensure continuous operation 
and monitor the success of the air pump at this site prior to a full replacement.  This system has 
performed well and will allow for easier, safer, and more cost-effective maintenance in the 
future.  The 2010 work plan will reflect plans to replace the remaining digibub system with an air 
pump system, though the primary components for this upgrade were purchased in 2009. 
 
Annual OCO funding is used to cover travel to and routine emergency maintenance of this site, 
as well as and water level and ancillary sensor calibrations.  Without this funding, this site could 
not be maintained.  This site is critical for calibration of the satellite altimeters for global sea 
level observation and measurement. 
 

 
 

 
In 2009, data availability from the National Water Level Observation Network was 97.7%.  All 
CO-OPS real-time and long-term water level data and sea level trends are available through 
several channels. Real-time water level data are available for all CO-OPS tide gauges via the 
internet, web services, and the Global Telecommunications System.   All raw and verified data 
and products, standards and procedures, and data analysis reports can be accessed through 
http://tidesandcurrents.noaa.gov.  Data can also be accessed through the IOOS web portal at 
http://opendap.co-ops.nos.noaa.gov/content/.   Sea level products are also available online, 
through the CO-OPS Sea Levels Online web site for U.S. 
(http://tidesandcurrents.noaa.gov/sltrends/sltrends.shtml) and global 
(http://tidesandcurrents.noaa.gov/sltrends/sltrends_global.shtml) stations.  Data are archived 

3.3 National Water Level Observation Network Data Availability 
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regularly in-house, and sea level data sets are provided to all GLOSS archive centers for U.S. 
GLOSS stations. One-minute water level data are archived weekly at the NOAA National 
Geophysical Data Center in Boulder, CO. 
 
 
4. Education and Outreach 
 
Through FY2009, CO-OPS participated in a number of independent education and outreach 
efforts focused on increasing understanding of global and local sea level rise rates and 
mechanisms, and how to utilize this information to understand and plan for climate variability.  
CO-OPS provided technical input to policy guidance and science programs, including the   U.S. 
Army Corps of Engineers Engineering Circular EC 1165-2-211 for Incorporating Sea-Level 
Change Considerations in Civil Works Programs (USACE, 2009) and in a NOAA lead author 
role for Climate Change Science Program’s Synthesis and Assessment Product 4.1 (Coastal 
Sensitivity to Sea-Level Rise: A Focus on the Mid-Atlantic Region (CCSP, 2009)).  The primary 
CO-OPS role involved incorporating long-term relative sea level trends from tide gauge 
observations into planning and engineering guidance to understand and mitigate climate change 
impacts.  In FY09, CO-OPS hosted a team from the Caribbean Community Climate Change 
Centre to provide a week of training and technology transfer on tide gauge operation, with a 
focus on climate applications, including monitoring the stability of gauges and long-term 
sustainability of observation sites.  CO-OPS supported a National Centers for Coastal Ocean 
Science (NCCOS) grant proposal for an educational display on sea levels and climate change at 
the Pine Knoll Shores Aquarium in North Carolina.  CO-OPS has also been working with the 
NOS Office of Education to incorporate sea level rise information into science guides 
(SciGuides) for elementary school and high school science teachers, and has upgraded their Sea 
Levels Online website with more user-friendly descriptions to enhance public understanding and 
utilization of sea level trends.  CO-OPS provided input on sea-level change issues to the NOAA 
Office of Coastal and Resource Management Coastal Strategy document “Recommendations for 
Interim Guidance for Considering Climate Change Impacts in Coastal Habitat Restoration, Land 
Acquisition, and Facility Development Investments.”  Finally, CO-OPS has conducted a number 
of briefings and trainings focused on sea level and climate change, highlighting CO-OPS’ role as 
the legal authority on mean sea level for the U.S., the role of coastal tide stations in global sea 
level observation, and how to find and utilize local sea level trends.   
 
 
5. Publications and Reports 
 

 
 

CCSP, 2009: Coastal Sensitivity to Sea-Level Rise: A focus on the Mid-Atlantic Region. A report 
by the U.S. Climate Change Science Program and the Subcommittee on Global Change 
Research. [James G. Titus (Coordinating lead Author), K. Eric Anderson, Donald R. 
Calhoon, Dean B. Gesch, Stephen K. Gill, Benjamin T. Guitierrez, E. Robert Thieler, and S. 
Jeffress Williams (Lead Authors)]. U.S. Environmental Protection Agency, Washington, 
D.C., USA, 320 pp. 

 

5.1. Publications by Principal Investigators
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An update to the following NOAA Technical Report CO-OPS 36 has been completed and 
undergone internal review.  It will be titled Sea level variations of the United States, 1854-
2006. 

 
Zervas, C. E., 2001: Sea level variations of the United States, 1854-1999.  U.S. Dept. of 

Commerce, National Oceanic and Atmospheric Administration, National Ocean Service, ix, 
186 p. pp. 

 
 
 

Merrifield, M.A., R.S. Nerem, G.T. Mitchum, L. Miller, E. Leuliette, S. Gill, and P.L. 
Woodworth, 2009: Sea level variations, 2008 annual assessment [in “State of the Climate in 
2008”]. Bull. Amer. Meteor. Soc., 90, p 562-65. 

 
USACE, 2009: Water Resource Policies and Authorities Incorporating Sea-Level Change 

Considerations in Civil Works Programs, CECW-CE Circular No. 1165-2-211, Department 
of the Army, U.S. Army Corps of Engineers, Washington D.C., 1 July 2009, 26pp. 

 
NOAA, 2009:  Annual report series 2003 - 2007, the  Ocean Observing System for Climate, 

NOAA Office of Climate Observation, Silver Spring, MD.   [available on line at: 
http://www.oco.noaa.gov/index.jsp] 

 
Sweet, W., C. Zervas, and S. Gill, 2009:  Elevated East Coast Sea Level Anomaly: June-July, 

2009.  NOAA Technical Report NOS CO-OPS 051,  30pp. 
 
Szabados, M., 2008: Understanding Sea Level Change, American Congress on Surveying and 

Mapping Bulletin No. 236, December 2008, p 10-14. 
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1. Abstract 
 
The “Global Drifter Program” (GDP) is the principal international component of the Joint 
Commission of Marine Measurements (JCOMM) “Global Surface Drifting Buoy Array”. It is a 
“Scientific Project” of the Data Buoy Cooperation Panel (DBCP) of World Meteorological 
Organization (WMO)/International Ocean Commission (IOC). It is a near-operational ocean-
observing network that, through the ARGOS satellite system and the Global Telecommunication 
System (GTS), returns real time data on ocean near-surface currents, Sea Surface Temperature 
(SST) and air pressure (and winds, subsurface temperature - T(z), and Sea Surface Salinity 
(SSS)) and provides a data processing system for scientific utilization of these data. The 
international protocols for these data exchanges and sensor additions are worked out each year 
by DBCP. The principal technical achievement in ’09 was the continuation of the 4th continuous 
year of maintenance of the 1250 element global drifter array. The principal scientific 
accomplishments were the discovery of semi-permanent, mesoscale structures and convergences 
(garbage patches) in the global ocean, including in the California Current System. Analysis of 
the air-deployed Hurricane drifter data shows that significant changes of the wind-drag 
coefficient under tropical cyclones must be implemented in Hurricane prediction models.  
 
 
2. Project Summary 
 
The principal scientific questions of the role of the ocean in climate change are how well can we 
describe or model the ocean circulation today and how well can these descriptions or models 
predict the evolution of future climates. Climate time scale changes in SST directly force 
changes in the air temperature and habitability conditions over a large part of the globe. On these 
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climate evolution time scales, SST depends on ocean circulation, ocean diffusivities as well as 
air-sea interaction. A global array of drifters provide the operational instrumental data sets for 
SST and ocean near surface circulation and their evolutions and these data are used for testing 
climate models and enhancing long-range weather prediction.  
 
Additional ocean surface sensor data for climate studies that measure SSS are critical to 
determining the oceans’ fresh water cycle and onset of deep-water renewals.  Air pressures 
measurements are assimilated into weather prediction models and are used by operational 
meteorological agencies to discern severe weather conditions over the oceans. Sea level air 
pressure data also contribute significantly to the calculation of the inverted barometer effect on 
global sea level rise as measured from satallite altimeters. Wind sensor and subsurface 
temperature chain data are used to improve models for prediction of tropical storms and 
hurricanes. Drifters designed and built and deployed by GDP that is administered by the joint 
efforts of the Joint Institute of Marine Observations (JIMO) at the Scripps Institution of 
Oceanography (SIO) and the Atlantic Oceanographic and Meteorological Laboratory (AOML) of 
the National Oceanographic and Atmospheric Administration (NOAA) have proven to be 
reliable, autonomous platforms for obtaining climate and operational weather data from the 
global oceans.  
 
The scientific objectives of the GDP, and its operational and research partners, are: 
 

1) Provide to GTS a near-operational, near-real time data stream of drifter position, SST, 
and sea level air pressure. GTS compatible data on winds, T(z) and SSS are also provided 
on operational basis when these sensors are mounted on the drifters. 

 
2) Observe the 15m depth velocity on a global basis with 5.0° resolution and, jointly with 

satellite altimeter data, produce circulation charts of the world ocean at 0.5º resolution 
that can be used to trace pollution laden particles (Figure 1) or turbulent dispersion of 
vorticity and thermal energy due to the tropical eddy field (Figure 2). 

 
3) Develop and introduce into the drifter construction technological advances in sensors, 

electronics, power, methods of assembly and deployment packaging. In the past two 
years, these technological advances have introduced new drifter wind sensors, drogue-on 
sensors (strain gauges) and improved air pressure ports. 

 
4) Provide enhanced research quality data sets of ocean circulation that include drifter data 

from individual research programs. Gridded, global data sets of SST, near surface 
circulation and dynamic topography, or absolute sea level, are available on line for 
assimilation into and use in the verification of the processes, such as wind-driven Ekman 
currents and spatial patterns of the seasonal circulation in ocean climate models. 
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1.  
Figure 1. Streamlines based on drifter velocity observations that show a large convergent swirl 
at 140ºW, 32ºN that is now well recognized as the North Pacific “Garbage Patch”. GDP is 
cooperating with a number of environmentally concerned entities in describing its location. 
Color designates speed of the mean flow and black lines designate the direction of flow. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The distribution functions of eddy diffusion coefficients of vorticity (left panel) and 
thermal energy (right panel) that transfer vorticty and thermal energy down their mean surface 
gradients. These are computed from Eulerian interpretation of observations of time variable 
drifter motions within 5º Latitude of the Pacific equator (Niiler, Invited Dec. 2008 AGU meeting 
presentation). These newly estimated diffusivity values are comparable in magnitude to 
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Lagrangian single particle diffusivities computed previously from Lagrangian drifter 
observations.   
 
In summary, the scientific and technological objectives of GDP are to provide an array of low 
cost, robust, satellite fixed platforms and calibrated sensors for ocean surface and simultaneous 
sea level air observations. These instrumental data are used for scientific evaluation of, not only 
how ocean surface climate changes, but also for evaluating the processes that give rise to these 
changes. The principal uses of drifter data are: 
 

1) The drifter SST forms the principal data set for enhancing SST observations of the 
Southern Oceans because of the dearth of Volunteer Observing Ships in this 60% of the 
ocean area. In all oceans there is a need to provide continued, accurate (+/-0.1ºC) 
calibration data for satellite SST observations.  

2) The air pressure data reveals a multiplicity of severe, small spatial scale, but intense 
storm systems that that the operational satellite sensors do not capture. Canadian, 
European and the Southern Ocean Meteorological agencies (and other members of 
WMO) rely on these data for early warnings when ships leave these severe weather 
conditions.  

3) The surface velocity data, and the absolute sea level these provide, are used for testing 
ocean climate model verity as well as for providing an assimilation data set for model 
initial conditions. This velocity data set is essential to document the physical processes 
that are the causes of climate change of ocean surface conditions (Figures 1 And 2).   

 
 
3. Scientific Accomplishments 
 
The primary objective at GDP at JIMO each year is to deliver an array of drifters for deployment 
into the global ocean. In this endeavor, a close relationship is maintained with three primary US 
manufacturers of drifter components. In FY’09 NOAA Grants Office funding of the GDP 
through JIMO occurred in the fourth week of September 2009. This is a report of what was 
accomplished with both the FY’08 and FY’09 funding during the period of October 1, 2008 – 
November 20, 2009: 

 
With the FY’08 funds 920 drifters with SST sensors were manufactured and were delivered to 
AOML for deployment in the calendar year 2009. With the FY’09 funds, 920 drifters were 
ordered in October 2009 and will be delivered to AOML for deployments during the calendar 
year 2010. With the FY’2009 funds, the composition of the drifter order in October 2009 to 
industry was: 

 
a) A total of 480 SVP drifters were ordered from Clearwater Instruments, Inc., Pacific Gyre, 

Inc. and Technocean, Inc. These are now being delivered to AOML for deployment.  
b) A total of 440 SVP-B drifters were ordered from Clearwater Instruments, Inc., 

Technocean, Inc. and Pacific Gyre, Inc. These are now being delivered to AOML for 
deployment.  

c) A total of 12 SVP-W wind-drifters (Minimet) and 8 SVP-W-T(z) wind and chain drifters 
(ADOS), fully rigged for air deployment, were ordered from Pacific Gyre, Inc. This is the 
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fourth year that an industrial firm will build, calibrate and rig for air-deployment a full 
suite of hurricane drifters. All 20 units will be delivered the 53rd Air Force Reserve 
“Hurricane Hunter Squadron” at Keesler AFB, MS before July 1, 2010. Dr. Rick 
Lumpkin and Dr. Eric Uhlhorn of AOML will direct the deployments in the North 
Atlantic during the 2010 Hurricane season. 

 
Service Argos, Inc., within 2 hours of measurement, applies a quality control to the drifter data 
from the array of 1250 units and distributes these on GTS for operational applications.  Within 
six months, AOML Drifter Data Center performs a re-analysis of the data and distributes the six 
hourly interpolated observations upon request to the international scientific community. JIMO 
maintains files for surface current in which a wind slip correction has been applied and these are 
distributed also upon request. All levels of the instrumental and META data are filed at MEDS, 
Canada, the WMO responsible data center for ocean buoys. Every year, AOML files a “Global 
Drifter Program Report” on the statistics of survivability of power, drogues and sensors with the 
DBCP, which report is available on the DBCP web site.    
 
The drifter data is the most extensive and accurate, in situ instrumental data set of SST that is 
used as the ground truth for the construction of the 7-day average SST maps of the ice-free 
oceans (i.e. the ‘Reynolds’ SST maps). This product is used globally for analysis of climate, 
long-range weather prediction and for initialization and verification of ocean circulation models. 
There is no systematic accounting maintained on the number of research papers, reports or 
practical products that result from the use of ‘Reynolds’ data. The Global Drifter Data Center 
web site each year updates the peer-reviewed publications that use the drifter velocity data 
(http://www.aoml.noaa.gov/phod/dac/gdp_biblio.html). Results are too many to review in this 
report, however several relevant publications by the principal investigator, Peter Niiler, are 
included as addendums.  

Each year JIMO introduces new technology and sensors into the drifter construction. In 2008, all 
manufacturers adopted the strain gauge method of sensing whether the drogue was attached. 
They met at JIMO in December 2008 and exchanged information on the methodology of 
attaching tethers to the surface float and drogues with the intent of improving drogue retention as 
new, lower cost plastic components were being introduced. Drifters with the decided upon 
improvements are presently being deployed at sea and statistics on their survivability and 
changes in ‘drogue on’ sensing will emerge in 2010. 

The measurement of ambient noise for wind speed sensing in SVP-W drifters was not reliable 
from sensor to sensor or single sensor performance at hurricane strength wind. In 2009 JIMO, 
working together with Pacific Gyre, Inc., designed, built and tested Gill sonic wind speed sensors 
for the hurricane drifters. The Gill sonic wind sensor is designed to operate in winds up to 200 
knts and in heavy rain. Comparison of wind speed sensor performance, as compared to QSCAT 
satellite scatterometer data shows excellent performance (Figure 3,4). Hurricane drifters 
delivered to Keesler AFB in 2009 and 2010 all have new sonic wind speed sensors. 
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Figure 3. Schematic drawings of the new SVP-W (Wind) drifter (left panel) and the new SVP-
T(z) (Temperature chain) drifter (right panel)  
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Figure 4. The comparison of wind direction and wind speed observations from QSCAT (red) 
and SVP-W (#93038) with a sonic anemometer  (black and grey) off the coast of Oregon. The 
grey circles in the center panel, which are wind speed observed 45 cm above the ocean surface, 
are adjusted to 10m height winds that are observed by QSCAT by multiplying by a factor of 
1.63, to achieve the black circles. Two SVP-W sonic anemometer drifters (#93037, #93038) 
have identical correction factors and since these have been operating well since September 21, 
2009, their hourly sampled location, SST, air pressure, wind speed and wind direction data are 
now on GTS. 

 
4. Education and Outreach 
 
Because of the novelty of the results from combined altimeter and drifter analysis that revealed 
striations in ocean circulation and convergences at regions where ocean garbage patches have 
been reported by seafarers (viz. Publications enclosed) Peter Niiler has experienced a large 
number of requests for personal interviews with reporters from US and international radio, 
newspapers and television and phone interviews with reporters from science news magazines and 
film production companies. The Scripps Institution of Oceanography press office maintains the 
names and numbers of inquiries related to this work. GOOGLE reports 1770 incidents on ‘peter 
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niiler and ocean stripes’ and 1900 incidents on ‘peter niiler and ocean garbage patches’. Peter 
Niiler served as a scientific adviser to a Scripps Institution of Oceanography graduate student 
cruise to the eastern North Pacific in September 2009 garbage patch and will be in front of TV 
cameras on 18 December, 2009. He was the co-adviser to a Masters Degree graduate student in 
physical oceanography in the calendar year 2008. 
 
The following cooperative programs are part of the GDP/JIMO activities for 2008-2009:  
 

iv) Typhoon drifter deployments in the western Pacific: With the cooperation of ONR, 24 
hurricane drifters now stored in Keesler AFB were sent to Guam for deployment in the 
TCP-08 study of Typhoons in the western Pacific. AOML researchers and P. Niiler are 
cooperating in data analysis. 

 
v) Circulation studies in Kuroshio Current System: In 2008, ONR funded P. Niiler and L. 

Centurioni to deploy 75 SVP drifters into the Kuroshio system over a period of 75 weeks; 
GDP provided and additional 75 SVP drifters for this purpose. Dr. Sen Jan of National 
Central University of Taiwan started deploying these in April 2008 with assistance from 
the Taiwan Coast Guard. The PTTs of these ONR funded drifters were placed into the 
GDP Argos Service account and all data is globally available in real time through GTS. 
This joint project with Taiwan is now completed. Continued deployments in the Southern 
Philippines Sea, jointly with ONR support, will begin in July 2010 and 48 drifters from 
GDP resources will be sent to the deployment vessel operating out of Busan, Korea. GDP 
will gain 48 additional drifters in each of three years 2010-2013 through this joint effort. 

 
vi) Consortium for Ocean Research in Climate (CORC) deployments of drifters into the 

California Current System: GDP is cooperating with CORC/JIMO project to design a 
deployment scheme for the California Current System that will commence in 2009. The 
design has been completed and in July ’09 and Nov’09 deployments of 13 SVP drifters 
each were accomplished; 26 drifters per year will be sent by GDP to CALCOFI ships for 
deployment. 

 
 
5. Publications and Reports 
 

 
 

Centurioni, L., C. Ohlmann AND P. Niiler: Permanent Meanders in the California Current 
System. J. Phys. Oceanogr. 38 (8), 1690-1710. (2008) 

 
Maximenko N. A., O. V. Melnichenko, P. P. Niiler, H. Sasaki: Stationary mesoscale jet-like 

features in the ocean. Geophys. Res. Lett., 35, L08603, doi:10.1029/2008GL033267. (2008) 
 
Zedler, S. E., P. P. Niiler, D. Stammer, E. Terrill, and J. Morzel (2009), Ocean's response to 

Hurricane Frances and its implications for drag coefficient parameterization at high wind 
speeds, J. Geophys. Res., 114, C04016, doi:10.1029/2008JC005205. 

 

5.1. Publications by Principal Investigators
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Niiler, P: Ageostrophic Circulation in the Ocean. In: “Oceanography in 2025 - Proceedings of a 
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Washington D.C. (2009) 
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1. Abstract 
 
The Surface Drifter Program is AOML’s contribution to NOAA’s Global Drifter Program, 
consisting of the Drifter Operations Center and Data Assembly Center.  The goal of this program 
is to maintain a global array of satellite-tracked drifting buoys for climate forecasting, climate 
research, and weather prediction, and to provide a research-quality data set of the drifter data.  In 
2009, the operations center maintained the array at an average size close to the goal of 1250 
drifters.  Analysis of the array indicates that the rate of drifter deaths stabilized in late 2008 
through September 2009, along with the average age of a drifter in the array.  If this death rate 
remains unchanged in the future, the annual deployment rate will have to be increased from the 
current goal of 1000 drifters/year to 1100 drifters/year.   AOML continues to update the quality 
controlled data set on a quarterly bases, is an active participant in DBCP activities such as 
regional panels, data management panels, and the Argos 3 pilot project, and evaluates drifters 
from various manufacturers to identify problems and provide rapid feedback. 
 
2. Project Summary 
 
The Surface Drifter Program is the Atlantic Oceanographic and Meteorological Laboratory’s 
(AOML) contribution to NOAA’s Global Drifter Program (GDP), a branch of NOAA’s 
Integrated Ocean Observing System, Global Ocean Observing System  (IOOS/GOOS) and a 
scientific project of the Data Buoy Cooperation Panel (DBCP).  The primary goals of this project 
are to maintain a global 5ºx5º array of satellite-tracked surface drifting buoys to meet the need 
for an accurate and globally dense set of in-situ observations transmitting in real time for weather 
forecasting, and to provide a data processing system for the scientific use of these data that 
support short-term (seasonal-to-interannual, “SI”) climate predictions as well as climate research.  
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AOML’s GDP responsibilities are to: (1) recruit ships and manage drifting buoy deployments 
around the world using research ships, Volunteer Observation Ships and aircraft; (2) insure the 
data is placed on the Global Telecommunications System (GTS) for real-time distribution to 
meteorological services everywhere; (3) maintain META files describing each drifter deployed, 
(4) quality control and interpolate the data (updated quarterly) and archive it at AOML and at 
Canada’s Integrated Science Data Management (formerly MEDS); (5) develop and distribute 
data-based products; (6) maintain the GDP website1; and (7) maintain liaisons with individual 
research programs that deploy drifters.   
 
The drifters provide sea surface temperature (SST) and near surface currents.  A subset of the 
drifters also measures air pressure, winds, subsurface temperatures and salinities.  These 
observations are needed to (a) calibrate SST and sea surface salinity observations from satellites; 
(b) initialize global SI forecast models to improve prediction skill; and (c) provide nowcasts of 
the structure of global surface currents.  Secondary objectives of this project are to use the 
resulting data to increase our understanding of the dynamics of SI variability, and to perform 
model validation studies, in particular in the Atlantic Ocean. Thus, this project addresses both 
operational and scientific goals of NOAA’s program for building a sustained ocean observing 
system for climate.   
 
3. Accomplishments 
 
The global drifter array became the first component of the IOOS that reached completion, with 
1250 active drifters in September 2005.  This number has since been maintained.  During FY08, 
the drifter array averaged 1232 drifters, with a standard deviation of 48.  The maximum size was 
1312 (7 April); the minimum was 1152 (11 August).  During the fiscal year, the Surface Drifter 
Program coordinated worldwide deployments of 1090 drifters (1023 in FY07), 880 (FY07: 859) 
funded by NOAA/CPO; 227 drifters were deployed in the Atlantic between 30ºN and 40ºS (147 
in FY08).  AOML managed observations from 2113 unique drifters during FY08 (this is 
significantly greater than 1250, as some died while new ones were deployed to maintain ~1250). 
 

 
                                                 
1 http://www.aoml.noaa.gov/phod/dac/gdp.html 
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Fig. 1: Global population of drifters on 9 November 2009 (array size 1250 drifters), and 90 day 
prediction of coverage (% chance that a 5ºx5º bin will have a drifter if no additional drifters are 
deployed in the interim). 

 
A time series of the number of drifters in the global array is shown in Fig. 2.  The GDP seeks to 
maintain an annually averaged array size of 1250 drifters, and anticipates that variations in this 
number through the year will be normal due to varying deployment opportunities.  In most years 
these fluctuations reveal a seasonal pattern, with peaks in Boreal winter—spring and troughs in 
summer—fall.  This seasonality reflects the variations in deployment opportunities, primarily 
due to dense Southern Ocean deployments during the research campaign season there.  In this 
context, 2009 was an unorthodox year; for much of 2009, the total size of the array was smaller 
than 1250 drifters due to a lower number of deployments (compared to the 2005—2009 average) 
and an increased death rate.  The higher Southern Ocean deployment rate in 2007—2008 was 
anomalous, and can be attributed to research cruises associated with the International Polar Year.  
The increased death rate is addressed later in this report.  We addressed the shortcoming in array 
size evident by the end of Austral summer with an aggressive increase in deployments 
throughout Boreal summer, focused primarily in the Northern Hemisphere sectors of the Pacific 
and Atlantic Oceans.    
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Fig. 2:  Size of global drifter array in regions.  Atlantic/Indian divided at 25E in the Southern 
Ocean, Atlantic/Pacific at 70W in the Southern Ocean, Indian/Pacific at 125E south of Timor. 

 
 
 
The number of drifter deaths per month, per 1250 drifters, is shown in Fig. 3.  This is the number 
of drifters that must be deployed each month in order to maintain the array at 1250.  As noted in 
last year’s report, the death rate had been increasing over the last several years, from ~71 in 
September 2005 to ~85 in September 2008.  That report ascribed the average age of the array to 
this increase, and predicted that the death rate should cease increasing and become more constant 
in 2009 barring unexpected manufacturing problems.   In fact, the death rate continued to 
increase through late 2008, reaching a maximum of ~100, then decreased through early 2009 to a 
minimum of ~80 in mid-summer.  It then began increasing in July—September, with a pattern 
suggesting that the monthly values are fluctuating around the July 2008 through September 2009 
average (see Fig. 3).  That long-term average, a rate we anticipate is now the expected future 
death rate, is 92 deaths per 1250 drifters per month.  This result suggests that a total of 1100 
drifters will have to be deployed per year to maintain the array.  This value is close to the 1080 
drifters that were deployed in FY09, found in practice to be needed to maintain the array and 
exceeding the nominal goal of 1000 deployments.  The mean age of a drifter in the array has 
slightly decreased over the last years, from ~450 days in August 2008 to a current value of 
around 420 days (Fig. 3, bottom). 
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Fig. 3: (Top) Number of drifter deaths per 1250 drifters per month.  (Bottom) The mean (thick) 
and median (thin) age of a drifter in the global array. 

 
 
Evaluating the observing system for SST and ocean current measurements 
 
The overall Global Ocean Observing System (GOOS) is evaluated for SST measurements by 
NOAA’s National Climate Data Center (NCDC), and for near-surface current measurements by 
the Global Drifter Program.  SST measurements are quantified by Equivalent Buoy Density 
(EBD), which downweighs ship measurements compared to moored and drifting buoy 
measurements to reflect the relative accuracy levels (Fig. 4).  Most of the spatial coverage of the 
GOOS is due to drifters, which fill the vast gaps between the major shipping lines, although 
moored buoys are invaluable for maintaining instrumentation in regions of surface divergence – 
particularly along the equator.  Recent maps (see below) indicate that EBD is lowest in shallow, 
near-coastal and ice-covered regions.  The target for the GOOS is to achieve a global potential 
satellite bias of 0.5C or less; this target was reached in FY09 (Neil Christerson and Huai-min 
Zhang, pers. comm.). 
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Fig.4: Equivalent buoy density (EBD) for July—September 2009.  Figure courtesy Huai-min Zhang, NOAA/NCDC. 
 
At the 2009 DBCP meeting, presentations by two attendees suggested that the errors in SST 
observations from drifters may exceed the manufacturer-specified 0.1C thermistor sensor 
accuracy.  Gilles Reverdin (LOCEAN, Univ. Paris) compared the surface thermistor to the 
subsurface thermistor of salinity drifters, and after accounting for upper ocean stratification 
deduced that trends and offsets exceeds the stated sensor accuracy in several cases.   Chris 
Merchant (Univ. Edinburgh) presented comparisons between drifter SST (extracted from the 
GTS, i.e. not quality controlled), Advanced Along-Track Scanning Radiometer (AATSR) 
satellite SST, and Argo 5m temperatures, and deduced that the global error in drifter SST is 
±0.20C.  If so, this represents a major limitation on further improving satellite-based SST.  We 
are actively collaborating with Merchant so that he can repeat his analysis for subsets of the data, 
for example to include only drifters from particular manufacturers or for only the first three 
months of each drifter’s life, in order to examine various hypotheses for his results.   
 
The GOOS measures near-surface currents using moored current meters and drogued drifters, a 
subset of the overall drifter array (typically 2/3 to ½) due to drogue loss.  The Surface Drifter 
Program evaluates how well the GOOS is achieving the OceanObs’99 goal for surface current 
measurements via support from Climate Program Office add-task funding. Over the most recent 
quarter, ~60% of all 5x5 open-ocean squares were sampled at least once.  Spatially (see Fig. 5), 
coverage is best in the Atlantic and subtropical North Pacific, with lowest coverage in the 
southeastern and subpolar north Pacific basin.  The result of this analysis indicates that 
maintaining the array at an average instantaneous size of 1250 drifters, with 1/3 to ½ without 
drogues, results in this goal being sustained at 55—60% (Fig. 5, bottom right). 
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Fig. 5: GOOS measurements of near-surface currents for July-September 2009 (NOAA/GDP). 
 
AOML Data Buoy (ADB) Comparison Study 
 
This year, the AOML Data Buoy (ADB) comparison study results were updated for five drifter 
clusters deployed in 2008. In this study, drifters from four different buoy manufacturers 
(Clearwater Instruments Inc, Metocean Data Systems Ltd, Pacific Gyre Inc, and Technocean 
Inc.) are deployed in clusters in various regions throughout the world.  The clusters of one drifter 
per manufacturer are at an initial separation of only a few meters, allowing us to cross-compare 
for SST quality and wind-driven slip.  It is the goal of the GDP to evaluate the performance of 
each drifter, determine the strengths and weaknesses (if any) that exist, and communicate these 
results to the manufacturers.  In particular, we examine the lifetime of drifter transmitters 
compared to the goal of 450 days (on average), and the lifetime of the drogues compared to the 
desired lifetime of 300 days. 
 
The 2008 clusters were deployed on dates ranging from March 12 (cluster 1) to April 29 (cluster 
5).  As of the end of August 2009, the drifters had lived (i.e., transmitted data) for the number of 
days indicated in the following table: 
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Stars indicate drifters that were still alive as of the end of August 2009, and “Max. Days 
Possible” indicate the total number of days from deployment to end August.  Drifter deaths are 
indicated as “Quit” or “Gr”, the latter indicated that the drifter ran aground.  Pacific Gyre and 
Metocean drifters exhibited the best lifetime performance, with three out of five from each still 
alive after >450 days.  Clearwater drifters died more rapidly, with only one still alive after >450 
days and the rest dying at 125—359 days after deployment.   None of the drifters failed on 
deployment (this is typically observed at a 3—5% rate), although two from Metocean and one 
from Technocean ceased transmitting in less than three months.  Technocean deaths were 
increased by two of the drifters running aground, a problem likely exacerbated by drogue loss. 
 
Drogue lifetime is summarized in the following table: 
 

 
 
Stars indicate drogues still attached as of end of August 2009 (if not accompanied by a number) 
or when the drifter ceased transmitting (number, in days after deployment).  The goal for drogue 
attachment is 300 days.  This goal was not reached by the Clearwater and Technocean drifters, 
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although two of the Clearwater drifters still had their drogues attached when they died after 125 
and 212 days.  Four of the Technocean drifters lost their drogues before dying, with a mean 
drogue lifetime for these drifters of 120 days.  Both Metocean and Pacific Gyre drifters had large 
average drogue lifetime, with Pacific Gyre claiming two extremes: the fastest drogue loss, at 
only 12 days after deployment, and the only drifter of the study to still have the drogue attached 
as of late August 2009. 
 
SSTs from the drifters were accurate and tracked each other while the drifters were in close 
proximity, except for one Pacific Gyre drifter, which was too cold by a constant offset of 0.45C.   
One Metocean thermistor failed five days after deployment.  
 
The GDP will continue to conduct the ADB study in 2010, with more cluster deployments 
worldwide.  Drifters purchased by the Data Buoy Cooperation Panel from a fifth manufacturer, 
Marlin-Yug (Ukraine), will also be included in the 2010 study. 
 
Drogue detection 
 
The GDP has been examining submergence and strain gauge for drogue detection.  As noted in 
earlier DBCP sessions, submergence is not implemented uniformly across manufacturers.  For 
example, Pacific Gyre submergence typically stays at a maximum value until drogue loss, while 
Metocean and Technocean values fluctuate while the drogue is attached.  In all cases, the 
submergence should drop sharply at drogue loss, but many cases were identified where 
submergence became small but later increased, and drogue presence was unclear.  In addition, in 
some cases submergence has been extremely sensitive and difficult to interpret. This was most 
evident in the past for Technocean drifters, which in some cases became dominated by noise and 
could not be used to determine drogue presence. 
 
Clearwater has used strain gauge for many years, a technique which nearly always clearly shows 
when the drogue is lost. As a consequence, the GDP has recommended that all manufacturers 
implement tether strain in their drifters for drogue detection.  This was tested this year in a pilot 
deployment of drifters from the three US manufacturers (Clearwater, Pacific Gyre, Technocean) 
all bearing tether strain, implemented as communicated by Clearwater to Pacific Gyre and 
Technocean.  The Clearwater and Technocean tether strain sensors performed well, but the 
Pacific Gyre sensors did not (this has subsequently been addressed by Pacific Gyre).   
 
Meanwhile, over the last two years Technocean submergence sensors have improved 
dramatically and now appear to clearly indicate drogue loss.  Metocean submergence sensors 
have also continued to perform very well, clearly indicating drogue loss.  If the Pacific Gyre 
submergence sensors are accurately reflecting drogue presence, then they have the longest 
drogue life of all manufacturers. 
 
Hurricane drifter deployments 
 
An array of hurricane drifters and subsurface floats (PI Eric D’Asaro) was planned for 
deployment in the path of Hurricane Bill on 21 August 2009, but was cancelled after the Air 
Force C-130J experience mechanical problems shortly after takeoff.   The GDP issued a Buoy 
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Tasking Order (BTO) for deployment on August 28 in the path of Danny, but cancelled the plan 
when the storm began dissipating in the 48 hours leading up to deployment (BTOs must be 
issued at least 72 hours ahead of a flight).   Subsequent storms in the 2009 hurricane season were 
too weak, too far east, or had widely varying forecast tracks – e.g., none were good candidates 
for hurricane drifter deployments.  Consequently no hurricane drifters were deployed this year. 
 
Deliverables 
 
The FY09 work plan outlined the following deliverables: 
 

1. META files maintained that document information for each drifter deployed in the global 
array.  Information includes manufacturer, deployment time, and deployment location; 
updates include the “death” location and time, and the time of drogue loss.  Status: 
Accomplished. 

2. On a quarterly basis, the GDP’s drifter Data Assembly Center (DAC) will produce a 
dataset of quality-controlled, evenly-interpolated drifter data of research quality.  This 
data set will be archived at AOML and at Canada’s Integrated Science Data 
Management (formerly MEDS) for public access.  Status: Accomplished. 

3. The DAC will continue to produce products derived from the drifter observations 
including time-mean and seasonal maps of currents, animations of currents in particular 
regions, and population reports.  These products are publicly available at 
http://www.aoml.noaa.gov/phod/dac/dacdata.html.  Status: Accomplished. 

4. The GDP is developing interactive global drifter array updates for Google Map and/or 
Google Earth, which include metadata for each drifter such as deployment information, 
drogue status, manufacturer, etc.  A preliminary version can be seen at 
ftp://ftp.aoml.noaa.gov/phod/pub/lumpkin/googleearth/gdp-2008-Sep-22.kmz.  Once 
ready for public distribution, this new product will be made available on the GDP web 
site.  Status: Accomplished. 

 
FY09 Meetings 
 
R. Lumpkin attended the OceanObs’09 meeting (21—25 September 2009, Venice, Itay), and 
contributed to a number of community white papers (those related to the drifter program are 
listed in “publications”.   
 
S. Dolk, M. Pazos, and R. Lumpkin attended the Second Panel Meeting of Coastal and Ocean 
Observations (22-24 April 2009, Miami, FL).   The goal of this effort was to discuss 
collaborative efforts between NOAA and various Korean agencies. 
 
S. Dolk, M. Pazos, E. Valdes and R. Lumpkin attended the Data Buoy Cooperation Panel 
(DBCP) meeting (28 September—1 October 2009, Paris, France).  There, they presented the 
results of the 2008 drifter comparison study, the Global Drifter Program report, several subpanel 
reports, and attended numerous subpanel meetings such as regional planning panels. 
 
M. Pazos attended the Argos Users Meeting (30 Sept—2 Oct 2008, Annapolis, MD) and is 
leading the data analysis effort required for the DBCP’s Argos 3 pilot project. 
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4. Education and Outreach 
 
R. Lumpkin gave lectures and taught data analysis lessons to Nigerian researchers in Lagos, 
Nigeria in the National Data Analysis Workshop, a part of the US Navy’s Africa Partnership 
Station project (21—26 March 2009).  He also represented the Global Drifter Program for 
visiting members of NOAA’s Buoy Recapitalization Plan on 10 March 2009, and was 
interviewed as part of a National Geographic special on the Bermuda Triangle (interviewed 30 
April 2009; program aired on the National Geographic Channel in November 2009).  Lumpkin 
also contributed to the ocean display at the National Museum of Natural History, with input on 
displays about surface currents and the meridional overturning circulation. 
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1. Abstract  
 
This report describes FY 2009 progress in the implementation of the Global Tropical 
Moored Buoy Array program (GTMBA) as a NOAA contribution to development of the 
Global Ocean Observing System (GOOS), the Global Climate Observing System 
(GCOS), and the Global Earth Observing System of Systems (GEOSS). The goal of the 
moored buoy program is to provide high quality moored time series and related data 
throughout the global tropics for improved description, understanding and prediction of 
seasonal to decadal time scale climate variability. Focus on the tropics is dictated by its 
role as a heat engine for the Earth’s climate system, engendering phenomena such as the 
El Niño/Southern Oscillation (ENSO), the monsoons, the Indian Ocean Dipole, and 
tropical Atlantic climate variability. This program supports NOAA’s strategic plan goal 
to "Understand Climate Variability and Change to Enhance Society's Ability to Plan and 
Respond." It also provides key observational underpinning for the international Climate 
Variability and Predictability (CLIVAR) program’s research efforts on climate variability 
and change. Management of the tropical moored buoy array program is consistent with 



the "Ten Climate Monitoring Principles". Program oversight at the international level is 
through the CLIVAR/JCOMM Tropical Moored Buoy Implementation Panel (TIP). A 
new web site containing comprehensive information on the program can be found at 
http://www.pmel.noaa.gov/tao/global/global.html . 

 
2. Project Summary 
 
PMEL's Global Tropical Moored Buoy Array program is comprised of four major 
elements. These are the Prediction and Research Moored Array in the Tropical Atlantic 
(PIRATA), the Research moored Array for African-Asian-Australian Monsoon Analysis 
and prediction (RAMA), Flux Reference Stations, and Tropical Pacific Salinity. The 
TAO array, also part of the Global Tropical Moored Buoy Array program, is managed by 
NOAA/NDBC.  PMEL continues to provide instrumentation and mooring hardware 
unique to ATLAS for TAO through a proposal submitted by NDBC and funded by the 
National Weather Service.   The Japan Agency for Marine-Earth Science and Technology 
(JAMSTEC) operates the Triangle Trans-Ocean Buoy Network (TRITON) of buoys in 
the western Pacific. Chris Meinig of PMEL will submit a separate progress report on 
Engineering Development, a fifth element of the Global Tropical Moored Buoy Array 
program. 
 
3. Accomplishments 
 
Accomplishments and issues for each of the four major GTMBA elements are discussed 
in sections below, followed by a summary of community service and a list of FY 2009 
publications supported by this research. Highlights for the past year, which are elaborated 
on in later sections, are listed below: 
 

 The Oceanobs09 conference to celebrate progress during the last decade and plan 
for the next decade featured a community white paper and presentation on the 
Global Tropical Moored Buoy Array, with the PI as lead author. 

 
 Program staff authored 13 publications in the refereed literature that have either 

appeared or in press, one of which on RAMA was the April 2009 cover story in 
the Bulletin of the American Meteorological Society. 

 
 PIRATA data return of 86%, which is among the highest returns since the 

program was initiated in 1997. 
 

 Increase on RAMA mooring sites occupied from 20 to 24.  The array is now 52% 
complete. 

 
 A total of 10 cruises using 7 different ships from 6 different nations were staffed 

in 3 ocean basins, requiring 591 person days at sea. 
 

 A total of 385,568 mooring data files were delivered to the user community by 
PMEL via automated procedures using user friendly web interfaces and ftp. 
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 A new collaboration with the Aguhlas and Somali Current Large Marine 

Ecosystem was established in the Indian Ocean to promote interdisciplinary 
research using RAMA data and to provide additional ship time for RAMA 
implementation. 

 
 NOAA signed new Implementing Arrangements with Indonesia’s Agency for the 

Assessment and Application of Technology (BPPT) and the Ministry for Marine 
Affairs and Fisheries (DKP) to secure long term resource commitments for 
RAMA. 

 
3.1 PIRATA 
 
The PIRATA Array remained unchanged in FY 2009, consisting of 17 ATLAS moorings 
and one subsurface ADCP (Fig. 1).  This includes the 10 ATLAS mooring PIRATA 
backbone array configuration (as agreed upon for the 2001-2006 consolidation phase of 
the program), three ‘Southwest (SW) Extension” moorings, and 4 “Northeast (NE) 
Extension” moorings.  The SW Extension moorings were first deployed in August 2005 
and initial capitalization costs were supported by INPE in Brazil. NOAA has since 
assumed responsibility for ongoing equipment replacement and refurbishment.  Two NE 
Extension moorings were deployed in June 2006 and two additional sites deployed in 
May 2007.  A “Southeast (SE) Extension” mooring sponsored by the University of 
Capetown, South Africa, was deployed in June 2006 and recovered in June 2007, but not 
redeployed.  This site may be reoccupied if sustained funding becomes available.  Four 
sties in PIRATA are designated as Flux Reference Sites in support of the OceanSITES 
program, 3 in the PIRATA core and one in the NE Extension (Fig. 1).   
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Figure 1.  Map of the PIRATA Array. 

 
 

PMEL is charged with providing equipment and technical support for ATLAS moorings 
and instrumentation, and support for data processing, dissemination, and display.  France 
provides equipment and processing for the subsurface ADCP site.  France and Brazil 
provide ship time, shipment of equipment, and at sea technician support for the backbone 
array. NOAA typically provides ship support for the Northeast Extension and often the 
backbone mooring at 0º, 23º W.  There were 5 PIRATA cruises in FY2008, which 
included a total of 131 sea days and 357 NOAA and Joint Institute personnel days (159 
PMEL, 198 AOML). Two NE Extension cruises were conducted in FY 2009.  The first, 
contracted in October 2008 by NOAA on the French RV Antea, was a replacement for a 
previous NOAA Ship Ron Brown cruise cancelled in April 2008 due to mechanical 
failures.  The second NE Extension cruise was in July and August 2009 on NOAA Ship 
Ron Brown.  PMEL and AOML jointly staff NE cruises. 

 
The 4 NE Extension sites, plus the backbone mooring at 0º, 23ºW were replaced on the 
RV Antea cruise (27 sea days).  One NE mooring (11.5ºN, 23ºW) was not recovered and 
presumably lost to vandalism.  The small size of RV Antea required that the cruise be 
conducted in two legs, both staged from Dakar Senegal.  The transit time required left no 
time within the contracted number of sea days to perform CTDs, except for one at each 
mooring location. A small fishing boat, Marlin Azul, Natal, was found tied up to the 0º, 
23º W mooring when RV Antea arrived on site.  When contacted by radio the crew first 
refused to cast off their mooring line and move clear, saying that they were still fishing 
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on it.  Finally, the ship’s Chef, who was Portuguese, informed the fishermen that the 
buoy belonged to RV Antea and asked them to please move clear.  They then complied, 
but still stayed on site within a couple of miles.  Three weeks after deployment several 
near-surface instruments failed.  On recovery in June 2009 the mooring was found fouled 
with fishing met and some near-surface instruments were missing, damaged or had 
moved along the line. 
 
Six ATLAS moorings (5 backbone array and 1 SW Extension) were recovered and 
deployed from the Brazilian R/V Antares in March-April 2009 (25 sea days in 2 legs: 1 
PMEL tech on each leg).  The tower and instruments from SW Extension mooring (19ºS, 
34º W) had been removed by fishermen in September 2008, but continued to transmit. 
DHN recovered the equipment by tracking the transmissions.  DHN found the equipment 
tower aboard the fishing vessel Sao Jorge near the oceanographic post of Trindade Island, 
but weather conditions prevented its transfer off the boat.  It was later returned to DHN 
when the fisherman returned to the Brazil mainland.  

 
Six backbone array moorings were recovered and 5 deployed from the RV Antea in June 
and July 2009 (39 sea days in two legs with 1 PMEL on the first leg of 16 days). Two 
moorings were recovered at 0º, 0º.  Both had been deployed in 2008, with the first having 
its tower removed within days of deployment.  A second mooring was deployed from 
spare equipment, but the damaged mooring was not recovered due to lack of time. The 
mooring at 0º, 23ºW had been deployed with additional current meters as a test of 
alternate instruments.  The data from these instruments are presently being analyzed.   

 
The second PIRATA NE Extension cruise in FY 2009 was on the NOAA ship Ronald H. 
Brown in July and August 2009 (designated RB-09-04, with 32 sea days, chief scientist R. 
Lumpkin, NOAA/AOML, Fig. 2).  Five AOML personnel gathered oceanographic data 
and provided assistance during mooring deployment/recovery, while two PMEL 
personnel lead the mooring operations.  The cruise track included a CTD section along 
23ºW, cutting through the southeast corner of the subtropical North Atlantic (a region of 
subduction for the subtropical cell circulation), the Guinea Dome and oxygen minimum 
shadow zone where the subtropical and tropical gyres meet, and the Tropical Atlantic 
current system and equatorial waveguide.   
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Figure 2. Cruise track of the R/V Ronald H. Brown during RB-09-04 (black), 
with CTD stations (green bullets), PNE mooring sites (blue stars), and the 
PIRATA backbone sites (red squares) superimposed. 

 
 
Data and operations conducting during RB-09-04: 
 

1. PIRATA ATLAS moorings were recovered and redeployed at all four Northeast 
Extension sites (4N/11.5N/20.5N 23W; 20N 38W).  A French PIRATA 
backbone mooring at 0º 23ºW, which ceased transmitting data immediately after 
being serviced  during the June—July Antea cruise, was repaired via tube swap.    

2.  Conductivity-Temperature-Depth (CTD) data were collected at 36 casts.  On all 
casts water samples were taken at various depths to calibrate salinity and oxygen 
sensors.   

3. 32 satellite-tracked surface drifters were deployed to measure sea surface 
temperature and mixed layer currents, as part of the Global Drifter Program. 

4. 154 expendable bathythermographs (XBTs) were launched to measure 
temperature profiles of the upper ocean.  During the first 12 CTD casts, a 
comparison study was conducted to examine how construction changes may have 
affected the drop rate of the XBTs.   

5.  Shipboard data was collected throughout the cruise (except in specific EEZs) 
using the hull-mounted Acoustic Doppler Current Profiler.   

6. Meteorological measurements collected from weatherpak meteorological sensors, 
a microwave radiometer and the Marine Atmospheric Emitted Radiance 
Interferometer (M-AERI) to measure uplooking and downlooking spectral 
radiances, marine boundary layer profiles of temperature and water vapor, and 
skin SST (Univ. Miami) 

7. Meteorological measurements collected using Sun photometers, laser particle 
counters, a broadband pyronometer to measure solar radiation, and trace gas 
measurements (Howard Univ.) 
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8. Tropospheric profiles of pressure, temperature, humidity and wind from 
launching of 100 Vaisala RS92 radiosondes during MetOp IASI and Aqua AIRS 
overpasses (NOAA/NESDIS) 

9. Ozone profiles from launching of 20 ozonesondes (Howard Univ.) 
 

The final PIRATA mooring cruise of FY 2009 was from the RV Antea  in August and 
September 2009 (8 sea days, no NOAA participants).  Brazilian technicians recovered 
and deployed moorings at 2 SW Extension sites.  At one site either the acoustic release 
did not work or was fouled.  In response to high tension in the mooring line after the 
buoy was aboard, the wire was cut, loosing all subsurface instrumentation. 
  
All PIRATA moorings measure wind speed and direction, air temperature, relative 
humidity, short wave radiation, precipitation, sea surface temperature and salinity, ocean 
temperatures at 10 depths down to 500 m and salinity at 3 depths down to 120 m. 
Four PIRATA sites have been enhanced as flux reference sites (see 2.3 below).  The four 
NE Extension moorings have been enhanced with a near surface current measurement 
and one additional subsurface salinity measurement.  
 
PIRATA data are available from the PIRATA web site (www.pmel.noaa.gov/pirata/) and 
the TAO web site (www.pmel.noaa.gov/tao/disdel/disdel.html).  There is also a mirror 
sites in France.  A mirror site in Brazil is no longer active. Collection, processing, and 
dissemination of shipboard CTD and ADCP data are the responsibility of France and 
Brazil, with AOML taking responsibility for these data collected during the Northeast 
Extension cruises.  Northeast Extension cruise data, including quality controlled CTD, 
Thermosalinograph and XBT data, and accompanying cruise reports are available at the 
PIRATA Northeast Extension web site (http://www.aoml.noaa.gov/phod/pne). 
 
Real-time primary sensor data return was 86% overall for FY 2009, 10% higher than for 
FY 2008.  The increase in data return in 2009 reflects the benefit of the RV Antea cruise 
contracted to fill in after the Ron Brown broke down and also having 2 NE Extension 
cruises in 1 fiscal year.  All 4 NE Extension moorings had real-time primary sensor data 
return levels between 91% and 96%.  The data return of 86% at the  0º, 23º W mooring 
would have been considerably less had it not been repaired on the second NE Extension 
cruise.  Two other PIRATA moorings posted high data return rates; 100% at both 10ºS, 
10º W, and at 14ºS, 32º W.  These unprecedented rates may reflect the mooring sites 
being farther from common fishing regions.  The lowest data return rates were 55% at 
19ºS, 34ºW (vandalized as described above), 69% at 0º, 35º W (also vandalized), and 
52% at 15ºN, 38º W (instrumental failure).  The failure modes at 2 of these 3 sites were 
such that data return was substantially better in delayed mode; 87% at 19ºS, 34ºW and 
90% at 15ºN, 38º W. 
   
Real-time PIRATA data return by variable for FY 2009 (and for comparison, FY 2008) is 
shown below.  Four Flux Reference sites are enhanced for current, longwave radiation 
(LWR) and barometric pressure (BP).  The other NE Extension moorings also measure 
currents.   Real time current velocity data return has been disappointingly low.  In 
addition to vandalism and cruise delays affecting all data return, velocity data losses were 
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higher due to problems with battery life and telemetry issues.  Efforts to improve these 
measurements are in progress (Section 4). 
 
        AIRT  SST  T(Z) WIND RH Rain  SWR  LWR SAL   BP   CUR ALL 
FY 2009     90     86    84       90       91   71      88       80     80    84       42      86 
FY 2008     87     64    75       74       85   48      84       88     61     91      26      76 

 
The TAO Project continues to update the content and functionality of its web site 
(http://www.pmel.noaa.gov/tao/). This site provides easy access to TAO/TRITON, 
PIRATA and  RAMA data sets, as well as updated technical information on buoy 
systems, sensor accuracies, sampling characteristics, and graphical displays. For FY 2009, 
a total of  5612 separate user requests delivered  55,008 PIRATA data files, which 
represent 36% and 39% decreases, respectively, from the year before.  The apparent 
decrease was due to an abnormally large number of automated requests by one user (the 
ORION Project) for a short period in 2008.  When ORION requests are omitted PIRATA 
user requests increased by 39% in 2009. 
  
PIRATA data are distributed via the GTS to centers such as NCEP, ECMWF, and Meteo-
France where they are used for operational weather, climate, and ocean forecasting and 
analyses. PIRATA data placed on the GTS include spot hourly values of wind speed and 
direction, air temperature, relative humidity, and sea surface temperature.  Daily averaged 
subsurface temperature and salinity data are also transmitted on the GTS.  Daily ftp 
transfers are made from PMEL to the CORIOLIS operational oceanography program in 
France.  The MERCATOR program in France makes use of the CORIOLIS data base to 
generate operational ocean model based data assimilation products.  PIRATA data are 
also available on the GODAE server in Monterrey, California.  PIRATA data from Flux 
reference sites are made available on OceanSITES GDACs in France and the United 
States. 
 
3.2 Research moored Array for African-Asian-Australian Monsoon Analysis 
and prediction (RAMA) 
 
The CLIVAR/GOOS Indian Ocean Panel (IOP) developed an implementation plan for a 
multi-component ocean observing system, IndOOS.  A key element of the system is a 46 
element moored buoy array, the Research moored Array for African-Asian-Australian 
Monsoon Analysis and prediction (RAMA). The first elements of the array were 
deployed by Japan in 2000-2001 by India in 2002.  PMEL and India’s National Institute 
of Oceanography (NIO) deployed the first ATLAS moorings in 2004. Nations presently 
supporting RAMA include the United States, Japan, India, Indonesia, China, France and 
the Agulhas and Somali Current Large Marine Ecosystems (ASCLME) Project, a 
consortium of 9 African nations (Comoros, Kenya, Madagascar, Mauritius, Mozambique, 
Seychelles, Somalia, South Africa and Tanzania).  In FY 2009 the number of PMEL sites 
in RAMA increased by 4, from 13 to 17, bringing the total number of sites deployed to 
24, or 52% complete (Fig. 3). 
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Figure 3. RAMA moorings. 

 
There were 5 PMEL RAMA cruises in FY 2009 (100 sea days, 234 person days).  The 
first replaced two ATLAS moorings in the Bay of Bengal in October 2009 (12 seadays, 2 
PMEL participants).  The tower and surface instrumentation was missing on one of the 
moorings.  The loss was possibly related to the passage of cyclone Nargis.  Two of the 
new ATLAS sites (8S and 12S 55E) were deployed on a PMEL/ASCLME cruise in 
November 2008 (9 sea days, 2 PMEL participants) from the Norwegian R/V Dr. Fridhof 
Nansen.  The third PMEL RAMA cruise was in May 2009 (20 sea days, 2 PMEL 
participants).  The original cruise, planned for 30 days, was to deploy up to 8 ATLAS (7 
at new sites) and 4 ADCP moorings.  Unusually bad weather and inexperience by the 
ship’s officers limited the operations to 2 ADCP recoveries during a shortened cruise. 

 
The fourth cruise was July and August 2009 (25 sea days in 2 legs, 2 PMEL participants 
on each leg) that was to recover and deploy 4 ATLAS moorings from Indonesia’s Baruna 
Jaya.  The moorings to be recovered were long over due for replacement, having been 
deployed in 2007.  Two moorings were recovered and replaced on the first leg.  The 
towers and instrumentation on both recovered moorings had been removed by vandals.  
Bad weather on the second leg prohibited any further mooring work.  One of the two 
moorings planned for the second Baruna Jaya leg was recovered and a new mooring 
deployed in November 2009 from India’s RV Sagar Nidhi (to be included in the FY 2010 
progress report).   
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The fifth FY 2009 PMEL RAMA cruise was in August and September 2009 (34 sea days, 
3 PMEL participants) on India’s RV Sagar Nidhi.  During this highly successful cruise 8 
moorings were recovered (3 ATLAS and 5 ADCP) and 15 moorings were deployed (8 
ATLAS and 7 ADCP).  The ATLAS deployments included 2 at new sites.  Meteo France 
supported the addition of barometric pressure measurements at 2 sites.  The only 
shortcoming of the cruise was that moorings at 2 sites were not recovered due to rough 
sea conditions. 
 
PMEL has been actively engaged in developing partnerships to secure ship time 
necessary for implementing and maintaining RAMA.  PMEL spearheaded efforts within 
NOAA to develop an MOU with the Ministry of Earth Science (MoES) in India for 
cooperative programs across a wide range of topics. The MOU was signed in April 2008.   
An Implementing Arrangement (IA) under this MOU for development of RAMA was 
signed in September 2008 in Delhi, India.  As part of the IA, India pledged a minimum of 
60 days of ship time per year for 5 years. For cruises aboard Indonesian research vessels 
PMEL will work within the cooperative agreements established between NOAA/CPO 
and Indonesia’s Agency for the Assessment and Application of Technology (BPPT) and 
the Ministry for Marine Affairs and Fisheries (DKP).  Implementing Arrangements (IAs) 
were signed in May 2009 formalizing Indonesian support for 4 existing and 2 additional 
RAMA moorings.  The most recent collaboration has been between PMEL and the 
ASCLME Project, which resulted in the cruise aboard R/V Dr. Fridhof Nansen in 
November 2008.  A second ASCLME cruise is planned for January 2010.  A 
NOAA/ASCLME IA is presently under discussion 
  
All ATLAS moorings deployed in the Indian Ocean have the PIRATA suite of 
instrumentation, plus one additional water temperature measurement, 2 additional salinity 
measurements and one near surface velocity measurement.  Presently, three of the 
ATLAS moorings are enhanced for flux reference measurements (see 2.3 below).   
 
RAMA real-time data return was 63% overall for FY 2009, substantially lower than in 
TAO or PIRATA, but an improvement over the FY 2008 value of 52%.  Lower data 
return in RAMA is mainly due to higher rates of vandalism in the Indian Ocean basin and 
mooring service intervals longer than the 1-year design lifetime of the moorings.  

 
RAMA data are available from the TAO web site 
(www.pmel.noaa.gov/tao/disdel/disdel.html).   For FY 2009, a total of 2,588 separate 
user requests delivered 11,745 RAMA data files, both of which were more than double 
those from the year before. 
 
3.3 The Global Array 
 
3.3.1 Flux Reference Stations 
 
The OCEAN Sustained Interdisciplinary Timeseries Environment observation System 
(OceanSITES) is built around a worldwide network of long-term, deepwater reference 
stations measuring many oceanographic and meteorological variables of relevance to 
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climate and biogeochemical cycles and is a contribution to the Global Ocean Observing 
System and international research programs.  PMEL is a major contributor to 
OceanSITES in the context of the Tropical Ocean Atmosphere (TAO) mooring array in 
the tropical Pacific, PIRATA and RAMA.  Five equatorial Pacific moorings within the 
TAO/TRITON Array (4 ATLAS and 1 TRITON), four PIRATA moorings, and four (3 
ATLAS and 1 TRITON) RAMA moorings presently have air-sea heat, moisture and 
momentum flux measurement capability. The RAMA plan calls for 8 flux sites when 
completed.  One of the remaining 4 RAMA Flux sites is scheduled for deployment in 
2010.  Enhancements to the primary ATLAS measurements in each array provide the 
functionality for all flux reference moorings to measure shortwave and longwave 
radiation, precipitation, sea level pressure, water temperature with higher vertical 
resolution, surface and subsurface salinity at 8 depths, and velocity at one or more depths.  
PMEL’s contributions to OceanSITES are highlighted in a web site created in 2008, 
http://www.pmel.noaa.gov/tao/oceansites/.  As part of this website, a heat, moisture, 
buoyancy and momentum flux data display and delivery page has been created 
(http://www.pmel.noaa.gov/tao/disdel/flux/main.html). 
 
3.3.2 Tropical Sea Surface Salinity 
 
FY 2009 funding provided support to maintain the instrumentation of tropical moorings 
to measure sea surface salinity (SSS) measurements at all surface mooring sites.    Data 
from this array are supporting efforts to better describe and understand variability and 
trends in surface salinity.  One paper on trends in the western Pacific over the past 30 yrs 
has appeared (Cravatte et al, 2009) and a second on the mean seasonal cycle in the 
Pacific has been submitted (Bingham et al, 2009). 
 
3.3.3 Web Pages and Data Services 
 
The PMEL’s TAO web pages (http://www.pmel.noaa.gov/tao/) continue to provide 
information about the arrays to a wide range of users.  In FY 2009 these pages received 
16,908,940 hits compared to 18,732,356 in FY 2008.  Large numbers of hits in early FY 
2008 (more than 2 million per month in October and November 2007) may have been in 
response to news reports at the time of the change from La Niña to El Niño conditions.  
Data from all 3 basins are available from PMEL’s data and delivery web page, 
http://www.pmel.noaa.gov/tao/disdel/disdel.html and others maintained at PMEL.  In FY 
2009 these pages served 25,406 user requests for 215,120 data files - decreases of 8% and 
2%, respectively from FY 2008.  The decrease was caused in large part by changes in 
access by one PIRATA user (discussed in Section 3.1).  When the requests of this one 
user are omitted, user requests increased by 11% in 2009.  PMEL also distributes web 
pages via ftp, a method preferred by some users who performed repeated automatic 
downloads of data.  PMEL has begun tracking the volume of FTP access and found it to 
be increasing and comparable to web usage: 143,084 downloads in FY 2007; 158,441 in 
FY 2008; and 170,448 in FY 2009. 
 
PMEL’s web pages provide a wide assortment of data products in addition to basic 
mooring time series data. A short list of data and data product users includes: the oceanic, 
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atmospheric and climate research communities; operational weather, climate, and ocean 
forecasting centers; the satellite community for sensor validation; educators developing 
classroom and curriculum materials; students in elementary, high school, undergraduate, 
and graduate education programs; and the general public. 
 
3.3.4 FishingVandalism 
 
New hardware, which inhibits the removal of sensors and the buoy towers, was 
introduced on moorings deployed in September 2007.  The effectiveness of these efforts 
has been mixed.  In addition, buoys on two surface moorings deployed in 2008 had been 
modified to inhibit vandals from climbing aboard and attaching lines to the buoy, but did 
not have any meteorological sensors. Both moorings were recovered in 2009 and returned 
nearly complete data.   Based on this initial success, similar vandal resistant moorings 
were deployed at these sites.  The 2009 moorings included a compact and relatively 
inexpensive surface meteorological package for evaluation.    

 
3.3.5 Current Meters 
 
Based on the relatively low data return rates for the Argonaut-MD current meter, PMEL 
is looking at alternative instruments.  Options include the Doppler Volume Sampler 
(DVS), a new short-range Doppler current meter recently developed by YSI RDI, Inc., 
the Nortek Aquadopp and the Aanderaa Seaguard.  PMEL has worked with the 
manufacturers on design criteria and testing of some of these instruments.  Initial test 
deployment results indicate that data from some instruments compare well with the 
Argonaut-MD, but further analysis is required and long-term performance and reliability 
need to be established. 
 
3.3.6 Engineering Development 
 
The majority of GTMBA moorings use PMEL’s ATLAS mooring electronics, which 
were developed in the mid-1990’s before ocean instrumentation capable of subsurface 
telemetry was widely available commercially.  As the ATLAS system ages, several key 
components have gone out of production and replacements have been difficult to locate 
in some cases.  At the same time, new and improved sensors have become commercially 
available.  As mentioned above, engineering development of a new mooring system is 
underway, but completion of this system is several years away. Given the finite 
production lifetime of the ATLAS electronics, identification and evaluation of new 
sensors, and development of ATLAS-like electronics for deployment on existing mooring 
hardware is required as a stop gap measure.  PMEL has proposed to initiate such an effort 
in our FY 2010 RAMA work plan. 
 
3.3.7 Oceanobs09 

McPhaden lead development of, and presented, a community white paper for the 
Oceanobs09 meeting in Venice, Italy in September 2009 on the Global Tropical Moored 
Buoy Array. The purpose of Oceanobs09 was to celebrate progress in implementing the 
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existing ocean observing system and to develop a process for building consensus for 
sustaining and evolving global ocean observations over the next 10 years in support of 
societal benefits. The GTMBA white paper, along with others presented at the conference, 
are available from the Oceanobs09 website (http://www.oceanobs09.net/) and will appear 
in a meeting proceedings volume in 2010. 

4.  Education and Outreach 
 
McPhaden, the TAO Project Director, is chairman of the Tropical Moored Buoy 
Implementation Panel and serves on the PIRATA Scientific Steering Committee (SSC), 
the OceanSITES Science Team, the CLIVAR/GOOS Indian Ocean Panel, the CLIVAR 
Pacific Panel, the CLIVAR Global Synthesis and Observations (GSOP) Panel, and the 
JCOMM Observations Coordination Group. He is a member of the UK RAPID-WATCH 
Program Advisory Group and an editor for the Bulletin of the 
American Meteorological Society. McPhaden also is President-elect of the AGU. He also 
serves on a National Academy of Sciences Panel on “The National Security Implications 
of Climate Change for US Navy Operations.” In FY 2009, he attended several CLIVAR 
panel meetings and a PIRATA SSC meeting in Toulouse, France. 
 
The PMEL TAO Project Manager represents the Tropical Moored Buoy Implementation 
Panel at the JCOMM Data Buoy Cooperation Panel (DBCP), the International Buoy 
Programme for the Indian Ocean (IBPIO) and serves on the OceanSITES Data Team.  He 
attended the DBCP and IBPIO meetings in October 2008 (Cape Town, South Africa).  He 
worked with the Climate Program Office and the International Activities staff in 
developing IAs for collaboration with India, Indonesia and ASCLME towards the 
implementation of RAMA.   
 
Lumpkin, project collaborator at AOML, is manager of NOAA's Global Drifter Program, 
serves on the PIRATA SSC alongside McPhaden, and is a member of NOAA's Southeast 
and Caribbean Regional Team (SECART) and the CLIVAR Tropical Atlantic Climate 
Experiment (TACE) working group on observations.  He was chief scientist of the 2009 
PIRATA Northeast Extension cruise on the NOAA ship Ronald H. Brown.  Lumpkin 
gave lectures and taught data analysis lessons using PIRATA and drifter data to Nigerian 
researchers in Lagos, Nigeria in the National Data Analysis Workshop, a part of the 
Africa Partnership Station project (21—26 March 2009). 
 
5.  Publications (Refereed Literature) 
 
5.1 Publications by the PI and Collaborators 
 
Bingham, F., M. J. McPhaden, G. R. Foltz, and T. Suga, 2009: Seasonal cycles of mixed 

layer salinity and evaporation minus precipitation in the Pacific Ocean, Ocean 
Science, submitted. 

Clarke, C., et al, 2009: An overview of global ocean observing Systems relevant to 
GODAE.  Oceanography, 22, 22-33. 
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Cravatte, S.E., T. Delcroix, D. Zhang, M.J McPhaden, and J. Leloup, 2008: Observed 
freshening of the warming western tropical Pacific and extension of the Warm/Fresh 
Pool in recent decades. Clim. Dyn., Clim. Dyn., 33, 565-589. 
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central tropical North Atlantic. J. Climate, 22, 285-299. 
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The NCEP GODAS Ocean Analysis of the Tropical Pacific Mixed Layer Heat Budget on 
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Syamsudin, J. Vialard, L. Yu, and W. Yu, 2008: RAMA: The Research Moored 
Array for African-Asian-Australian Monsoon Analysis and Prediction. Bull. Am. 
Meteorol. Soc., 90, 459-480. 
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Nagura, M., and M. J. McPhaden, 2008: The dynamics of zonal current variations in the 

central equatorial Indian Ocean. Geophys. Res. Lett., 35, L23603, 
doi:10.1029/2008GL035961. 
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M. Smith, 2008:  An Integrated Global Observing System for Sea Surface 
Temperature Using Satellites and In-Situ Data: Research to Operations.  Bull. Am. 
Meteorol. Soc., 90, 31-38. 
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5.2 Community-wide Publications 
 
Bibliographies citing refereed journal publications using TAO, PIRATA and RAMA data 
are maintained on the web by calendar year. For 2008, the most recent complete year of 
accounting, there were 26 TAO publications 
(http://www.pmel.noaa.gov/tao/proj_over/pubs/taopubsr.shtml), 15 PIRATA publications 
(http://www.aoml.noaa.gov/phod/pne/index.php), and 8 RAMA publications (extracted 
from the entire IndOOS bibliography at 
http://www.clivar.org/organization/indian/IndOOS/biblio.php). These bibliographies 
underestimate the total number of publications using GTMBA data since they are 
maintained via PI and collaborator informal surveys of the literature that can sometimes 
miss contributions. 
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1. Abstract 
 
NOAA’s Pacific Marine Environmental Lab has developed and deployed critical technology to 
advance the state of the art for high-quality time series climate measurements that include both 
platforms and instrumentation.  The advancements include a low-cost, easy to deploy mooring 
system (PICO) that can be deployed in full ocean depths off a vessel of opportunity.  The PICO 
mooring is designed to be transferable to industry, easy-to-deploy and incorporates vandal 
resistant features.  The instrumentation development includes a mooring profiler that is designed 
to replace discreet sensors such as those on the ATLAS moorings.  The profiler or ‘Prawler’ uses 
energy harvesting to profile up and down the mooring line and includes robust inductive modem 
protocols for realtime data transmission and vehicle control.  The Prawler was tested in Puget 
Sound in FY’09 and was shipped to Hawaii for an Oct’09 deployment in deep water.  Sensor 
development for the Prawler includes a CTD, developed in partnership with Seabird and 
engineering sensors, but can be expanded to include other observations (currents, bio-
geochemical, etc).  For surface observations a stand-alone datalogger and telemetry system 
(Vaisala-SBD) incorporates the Vaisala WTX-520 sensor (wind, rain, AT/RH, baro) that can 
sample and report hourly for 400 days on 14 alkaline D-cells. Initial correlations with standard 
ATLAS sensors are very promising, except with RH, where calibrations need to be incorporated 
to improve accuracies. 
 
 
2. Project Summary 
 
The purpose of the Platform and Instrumentation for Continuous Observations (PICO) is to 
advance the state of NOAA’s open ocean observation systems with the development of an easy 
to deploy and low cost mooring system which makes use of novel technology and commercially 
available sensors and instrumentation.   The PICO project addresses critical issues regarding 
moored, deep-ocean observations: 1) reducing the total costs of high quality ocean observations, 
including realtime meteorological and sub-surface measurements, 2)improving data return rates 
in areas prone to vandalism. This effort is motivated by the need to develop a mooring, 



instrumentation and concept of operations to replace and significantly improve upon the 
performance of existing ATLAS moorings used in NOAA’s contribution to the tropical moored 
buoy arrays in support of climate research and forecasting. Users of this technology development 
effort are climate researchers, warning and forecast managers and industry. An updated web site 
containing videos and animations on the overall concept and results from system deployments 
can be found at: http://www.pmel.noaa.gov/pico/ 
 
 
3. Scientific Accomplishments 
 
Project deliverables from the ’09 Work Plan include three main projects:  1)PICO mooring 
development, 2)Prawler profiler development and, 3)Vaisala WTX-520 stand-alone datalogger 
and transceiver. 
 
Deliverables: 
 
PICO mooring: 
 
a. Build, test and deploy a complete PICO mooring with next generation Prawler in local 

waters and off-shore.  
 

A PICO mooring was successfully deployed and tested in local waters in FY’08.  The prototype 
was shipped in late Sept and deployed in early Oct ’09 in deep-water tests off Hawaii.  The 
experiment is currently underway with all moorings deployed 
 
b. Modeling and laboratory testing of PICO terminations and transitional splices. 
 
In 2009 OCO funding allowed PMEL to begin an extensive analysis and redesign of the PICO 
mooring termination, this process involved: 
 

1. Validation of PMEL’s built Dynamic Line Tester (DLT) as a tool for accelerated PICO 
termination life cycle testing (see picture below).  The DLT is a machine that PMEL 
EDD has developed for subjecting mooring line segments to accelerated cyclic loading 
and bending fatigue and to our knowledge is the only one in existence for these purposes.  
As part of this funding, jigs and tooling were designed and built for running the PICO 
termination on the DLT machine.  PICO terminations subjected to cyclic bending and 
loading on the DLT machine were then carefully compared to the terminations recovered 
from 2008’s in-situ Hawaii PICO deployments.  These tests both validated the DLT 
machine as an appropriate tool for evaluating future termination designs (i.e. failure 
points were replicated), and highlighted several critical weaknesses with the Gen-0 
design. 

2. The PICO mooring termination was re-designed to address the weaknesses found in step 
1.  This re-design process involved the extensive re-work of the terminations bend-limiter 
design which included FEA modeling of the most promising termination designs, and a 
new approach to the manufacture of the bend limiter components which allows 
components to be cast while under tension. 
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3. Ongoing analysis of the Gen-1 terminator design.  This year tooling and fixtures for the 
Gen-1 design were designed and built for the DLT.  New potted socket mooring 
terminations and techniques were evaluated through a series of tension pull tests, and 
DLT life cycle tests are currently in-progress.  
Additionally, PMEL procured test sections of the transitional machine splices within the 
PICO mooring.  These test sections are currently in-house and awaiting life-cycle testing 
on the DLT (once the Gen-1 termination tests are completed). 

 

 
 
PMEL Dynamic Line Testing Machine with PICO bending strain relief in test. 
 
Prawler Profiler: 
 
a. Build a “truck” function module that will act as comms, locomotion, CPU and power 

management. 
 

A novel modular electro-mechanical instrument or ‘truck’ was designed, built and successfully 
tested.  The truck incorporates communication, locomotion, processing and power functions into 
a single waterproof housing.  The truck fits within a small overall shell that also can house the 
various sensors (temperature, pressure, conductivity, etc).  The overall packaging size needs to 
be kept as small as possible to avoid placing too much stress on the mooring line and causing 
premature wear and mooring failure. 
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Interior View of Climate Profiling Instrument Complete Prawler –exterior view 
 
b. Work with Seabird to design and build a new CTD specifically for the Prawler.   

 
Two prototype low-powered CTDs were designed and purchased from Seabird electronics with 
Prawler specifications.  This novel design is lightweight, robust and dovetails with the ultra-low 
power requirements of the Prawler. Lab and calibration tests have been very good and we are 
planning an ocean deployment in FY’10.  The impact to the ocean research community is that 
there is now a standalone CTD available for mooring profilers that consumes 250mW when 
sampling at 1Hz. We learned that an additional low-power interface board is needed inside the 
Seabird CTD so that the unit can be turned off in between sampling and that sampling intervals 
can be varied by command.  By employing such a scheme, we’ve found that we can get CTD 6ea 
profiles per day with 60 samples per 500m profile with higher sampling density near the surface.  
PMEL engineers and researchers worked together on this scheme and protocol and have found 
that it is more than sufficient for climate observations with the Tropical Moored Buoy Array.  
We will propose to deploy the truck with the Seabird CTD with the above scheme for FY’10. 
 

 
 
Ultra low-power Prawler CTD development w/industry 
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Vaisala WTX-512 for tropical moored buoys: 
 
a. Design, build, calibrate and deploy 3 units in tropical location, incorporating vandal resistant 

features and realtime telemetry. 
 

A stand-alone Vaisala WTX-520 datalogger and Iridium telemetry system was designed, built, 
calibrated and deployed in 4 tropical locations. The system has been tested alongside standard 
PMEL sensors with very favorable comparison with winds, barometric pressure, rain and 
temperature.  RH is the only sensor that at this point does not meet climate observation accuracy. 
 

Vaisala WXT520 Testing

• Calibration checks at 
PMEL. 

• Laboratory side-by-
side testing.

• Deployed on moorings 
with standard PMEL 
met sensors. 

Vaisala WXT-520
w/changes

Sparton Compass

Datalogger, 
Iridium SBD 
& GPS

Battery

 
 
 
Some very important engineering challenges were overcome in this design including 1) 
minimizing the effects of the instrument electronics on the compass and, 2) developing an 
Iridium short burst data protocol that allows data delivery without requiring a server 
infrastructure.  A Sparton digital compass was embedded with the Vaisala instrument housing by 
designing a custom circuit board interface and waterproofing the entire instrument.  The off-the-
shelf instrument is not suitable for ocean deployment without waterproofing the enclosure.  We 
are working with the mfg to improve the watertight integrity of the instrument.   
 
We’ve incorporated an ultra-low power processor within the datalogger and telemetry unit.  For 
telemetry we are using an Iridium short burst data modem, that has the advantage of being able 
to email the data in realtime at low cost to any email address. At this point we’ve built several 
units and are working with researchers at PMEL to test them within the Tropical Moored Buoy 
Array. 
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Vaisala-SBD Development

•400 Day Endurance
•Hourly Transmissions
•Iridium SBD 9601-D Modem
•Sparton SP3004D Compass
•Alkaline Batteries

Wind Direction
3.0

Wind Speed
3% at 0 to 35 m/s, 5% at 36 to 60 m/s

Rain
Better than 5%, weather dependent

Barometric Pressure
1 hPa at -52 to +60 C

Air Temperature
0.3 C at -52 to +60 C

Relative Humidity
3% at 0 to 90% RH, 5% at 90 to 100% RH

 
 
 

b. Evaluate engineering and sensor data, document results 
 

Engineering results on the WXT-520 sensor from a deployment with standard TAO sensors were 
evaluated and presented in Sept ’09 at the annual DBCP meeting in Paris. Examples from 
barometric pressure and temperature and shown below.  
 

Vaisala WXT520 Pressure
• Calibration checks at PMEL and at sea intercomparison indicate 
Vaisala is equal to Paroscientific.

1 year deployment

Mean difference = 0.04 hPa

RMS difference  = 0.21 hPa

 

Vaisala WXT520 Air Temp
• Calibration checks at PMEL not yet performed.

• Vaisala and ATLAS standard (Rotronic) compare 
well at sea. 

 
  

Two Vaisala-SBD units were also deployed within the RAMA array.  Both systems prematurely 
failed after 20 and 45 days respectively for as yet unexplained reasons.  We are currently 
investigating the nature of the failures and what the possible causes could be and have not been 
able to duplicate them at PMEL. We’ve had identical systems running for 3 months continuous 
outside at PMEL, without these types of failures.  One buoy has since broken free of its mooring 
in what appears to be vandalism, but he other system at 1.5S/80.5E is still moored and we hope 
to recover within the next 5 months and perform diagnosis on the failure. 
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What we’ve learned from this is that the COTS (commercial off the shelf) WTX-520 sensors can 
be adapted with a simple PCB within the housing to add a Sparton compass that has calibrated 
and performed well. 
 
 
4. Education and Outreach 
 
Education and outreach was primarily accomplished thru an updated website 
www.pmel.noaa.gov/pico and a professionally edit video for the general public on this 
homepage.  Additionally, talks have been on-going with the San Francisco Exploratorium, 
http://www.exploratorium.edu/ that is very interested in featuring realtime climate observations 
in the museum with PMEL technology. 
 
 
5. Publications and Reports 
 
As this is an engineering development effort, the focus has been on disseminating information at 
technical meetings and conferences.  During this FY, a poster was presented at  
OceanObs ’09: 
 
“Low-cost, Robust and Easy-to-Deploy Surface Moorings for Tsunami and Climate 

Observations”, Meinig et al. 
 
An additional presentation was made at the DBCP ’09 meeting in Paris including: 
 
“Recent PMEL Climate Instrumentation Developments and Field Results”, Meinig and Freitag 
 

http://www.pmel.noaa.gov/pico
http://www.exploratorium.edu/
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1. Program Summary 
 
FY 2009 funding was expended to maintain the Tropical Atmosphere (TAO) array as part of 
NOAA's effort to "Build a Sustained Ocean Observing System for Climate."  TAO is the U.S. 
contribution to the TAO/TRITON array, a network of moored buoys spanning the tropical 
Pacific Ocean maintained in partnership with the Japan Marine Science and Technology Center 
(JAMSTEC).  TAO/TRITON supports NOAA's strategic plan goal to "Understand Climate 
Variability and Change to Enhance Society's Ability to Plan and Respond."  It also underpins 
Climate Variability and Predictability (CLIVAR) research efforts on El Nino/Southern 
Oscillation (ENSO).  Management of the array is consistent with the "Ten Climate Monitoring 
Principles."  Program oversight at the national level is through the Climate Observing System 
Council (COSC). Program oversight at the international level is through the CLIVAR/JCOMM 
Tropical Moored Buoy Implementation Panel (TIP).  Web site containing comprehensive 
information on the TAO Program can be found at (http://www.tao.noaa.gov/).  This report 
summarizes the progress and accomplishments of the TAO Program in FY2009, including the 
progress and achievements for the TAO transition from PMEL to NDBC. 
 

http://www.tao.noaa.gov/


2. FY 2009 Progress 
 
2.1. TAO/Triton Array 
 
2.1.1. Background 

 
FY 2009 was the ninth full year of the combined TAO/TRITON array and the partnership 
with JAMSTEC is working well. NOAA maintains the portion of the array between 
95°W and 165°E, while JAMSTEC maintains sites between 156°E and 138°E. 
JAMSTEC added three moorings along 130°E for its own purposes in FY 2002, though 
these moorings complement those of the TAO/TRITON array proper. Basic 
measurements from ATLAS and TRITON buoys are transmitted on the GTS and are 
merged into a unified data set available on the World Wide Web 
(http://www.tao.noaa.gov/). 

 
2.1.2. 2.1.2 TAO Program Highlights 
 

A weak El Nino continued during September 2009.  Since the transition to El Nino 
conditions during June 2009, subsurface oceanic heat content anomalies continue to 
reflect a deep layer of anomalous warmth between the ocean surface and the thermocline.  
The pattern of tropical convection remained consistent with El Nino.  Based on model 
forecasts, the seasonality of El Nino, and the continuation of westerly wind bursts, El 
Nino is expected to strength and most likely peak at moderate strength during the 
Northern Hemisphere winter, 2009-2010.     

 
2.1.3. Field Work   

 
NDBC is responsible for maintaining 55 ATLAS sites at and east of 165°E.  At four of 
these sites (165°E, 170°W, 140°W, 110°W along the equator) current meters are attached 
to the ATLAS mooring lines, and a nearby subsurface Acoustic Doppler Current Profiler 
(ADCP) mooring is deployed.  During the past year, NDBC deployed 53 ATLAS 
moorings and 4 subsurface ADCP current meter moorings in the tropical Pacific.   All 
ATLAS electronics and mooring hardware specific to ATLAS electronics were provided 
by PMEL.  Five experimental TAO Refreshed buoy were deployed and two mooring 
retrieved in the Pacific for a side-by-side test with TAO Legacy buoys.  One (1) DART 
buoy was recovered and deployed in the Pacific.  Two (2) Refreshed TAO buoys were 
recovered in the Gulf of Mexico as part of continuing development tests.   

 
2.1.4. Ship Time and Sea Time    

 
In FY 2009, 212 days at sea were allocated to the program by NOAA’s Marine and 
Aviation Operations (NMAO) (145 days on Ka’imimoana and 41days on Ronald H. 
Brown) and 26 days on the RV Wecoma to support the TAO portion of the 
TAO/TRITON array.  This total includes transit days for repositioning the ships and 
traveling to and from the shipyard.  NDBC participated in 540 person-days at sea 
(number of people times days at sea) and deployed 53 TAO Atlas moorings, 4 ADCP 
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moorings, and 5 Refresh TAO mooring.  For comparison, during FY 2008, 278 days at 
sea (223 days on Ka’imimoana and 53 on Ronald H. Brown) were required to maintain 
the array, and 54 moorings were deployed.  PMEL provided sea-going personnel for the 
RV Wecoma cruise which began in FY2009 (26 sea days) and ended in FY2010 (15 sea 
days).  PMEL staff spent a total of 124 person-days at sea on the cruise (84 in FY2009, 
40 in FY2010), during which 11 ATLAS, 1 ADCP and 1 DART moorings were serviced 
(i.e., recovered and/or deployed, or repaired). 

 
2.1.5. Data Return 
 

Percentage real-time data return for primary TAO variables integrated over the 55 sites 
for FY 2009 follows: 

 
AirT SST T(z) WIND RH ALL 
 

FY 2009  88 82 80 77 87 79 
FY 2008  86 86 83 78 81 83 
FY 2007  90 86 84 77 87 85 
FY 2006  91 86 83 82 87 84 
 
A decrease in the percentage of subsurface measurements led to a decrease in the 
percentage of total measurements from the TAO array.  Vandalism remains a problem for 
the real-time TAO data availability.  Vandalism events impact temperature profile data as 
the inductive modem cables are pulled loose and the data cannot be transmitted real-time.   

 
Eighteen point-source current meters continue to be deployed on the TAO moorings 
along the equator, adjacent to the ADCP moorings.  The real-time data return during FY 
2008 was 62.3%, a decrease of 0.6% from FY 2007.   
     

2.1.6. Shipboard Measurements   
 
      CTD casts, and underway ADCP and thermosalinograph measurements, are conducted 

from mooring servicing cruises on the Ka'imimoana and Ronald H. Brown.  These data 
are an integral part of the TAO Program, providing in situ calibration checks on mooring 
sensor performance. They also provide hydrographic and current field information that 
helps to put the moored time series measurements into a broad scale hydrodynamic 
context. The data are a valuable resource for climate model development and climate 
analyses, and are frequently used together with moored times series data in scientific 
publications. 

 
  One Hundred fifty one (151) CTD casts were made on TAO cruises in FY 2009, which 

was a decrease over FY 2008 (210). Mainly do to a decrease in total number of cruises 
conducted. The shipboard ADCP data are forwarded to, processed, archived, and 
distributed by Eric Firing and colleagues at the University of Hawaii.   

 
 In support of TAO Refresh Test and Evaluation in the Gulf of Mexico, NDBC retrieved 

the test mooring and conducted analysis of all components and equipment.  
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2.1.7. Guest Investigator Research Projects Using TAO Moorings and TAO Cruises 

 
The primary mission of the TAO/TRITON array is to provide real-time data for improved 
detection, understanding, and prediction of El Niño and La Niña. The primary function of 
NOAA Ship Ka’imimoana is to service buoys of the TAO/TRITON array. However, the 
TAO Program Office actively promotes the use of Ka’imimoana and, when they are used 
for TAO cruises, Ronald H. Brown and R/V Wecoma for other meritorious scientific 
investigations that are of relevance to NOAA’s mission. These projects are developed, 
funded, and lead by investigators from NOAA laboratories, other national research 
laboratories, and academia. Two categories of ancillary projects are described which are 
(a) ongoing and (b) one-time or for a limited number of cruises.  An ongoing project is 
either planned or has been onboard already for several years. A list of PIs, their 
institutions and project titles are itemized below.  The name of the ship from which the 
work is done (KA, BROWN or WECOMA) is indicated in parentheses. 

 
a.  Ongoing ancillary projects on TAO cruises for FY 2009 (Project, Principal 
 Investigator, Institution (Ship): 

o Underway CO2, Dr. Richard Feely, NOAA/PMEL, Dr. Richard Wanninkhof, 
NOAA/AOML (KA, BROWN and WECOMA) 

o Discreet Gas Sampler, Dr. Michael Bender, Princeton University (KA) 
o Argo float deployments, Dr. Greg Johnson, NOAA/PMEL (KA) 
o Global Drifter Program, Dr. Rick Lumpkin, NOAA/AOML (KA and BROWN) 
o CO2 moorings, Chris Sabine, NOAA/PMEL/Francisco Chavez, MABARI (KA) 
o Bio-optical measurement and nutrient analysis, Francisco Chavez, MBARI (KA) 
o Underway ADCP, Eric Firing, University of Hawaii  (KA and BROWN) 
o Microstructure Chipod development, James Moum, Oregon State University (KA) 
o Nutrient Samples, Cathy Cosca, NOAA/PMEL (KA) 
o Turbidity/fluorescence CTD measurements, Pete Strutton, Oregon State 

University (KA) 
 

b.  One-time or limited-term ancillary projects on TAO cruises for FY 2009 (Project, 
Principal Investigator, Institution (Ship): 

o Nutrient-poor seawater collection, Dr. Calvin Mordy, NOAA/PMEL (KA) 
o MAX-DOAS (Multi Axis Differential Optical Absorption Spectroscopy), Dr. 

Rainer Volkamer, University of Colorado, Dr. Steven Howell, University of 
Hawaii (KA and BROWN). 

o Teacher at Sea program, Annie Thorpe, Mike Courtney, Oregon State University 
(WECOMA). 

o Haruphone mooring recoveries, Dr. Robert Dziak, NOAA/PMEL (BROWN). 
 
2.2. TAO Program Web Pages        

 
During FY 2008, the official TAO web site maintained by NDBC at http://tao.noaa.gov/  
provided easy access to TAO/TRITON data sets, as well as updated technical information 
on buoy systems, sensor accuracies, sampling characteristics, and graphical displays.  The 
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NDBC TAO web site received 9,709,295 hits and delivered 9,250,895 TAO files to the end 
users.  These web statistics represent a significant increase from FY 2007. NDBC mirror 
web site at NWS Headquarters in Silver Spring, MD functioned as planned during this 
hurricane season.  This mirror site is globally load balanced and automatically redirects any 
traffic destined for the NDBC web farm to the Headquarters web farm when the NDBC 
network is inaccessible.  

 
2.3. Operational Use of TAO/TRITON Data      

 
TAO/TRITON data are distributed via the Global Telecommunications System (GTS) to 
national and international operational forecast centers, such as NOAA’s National Centers 
for Environmental Prediction and the Department of Defense’s Fleet Numerical 
Meteorology and Oceanography Center.  Within NOAA, these data are used for 
operational weather, climate, and Pacific tropical cyclone modeling and forecasting.   The 
National Core Processing Center for Multi-Channel Sea Surface Temperature (MCSST) 
uses TAO/TRITON and PIRATA sea surface temperatures distributed via the GTS to 
perform validation and improvement to the MCSST processing algorithms.  
TAO/TRITON and PIRATA are the only moored data used in the MCSST analysis.  The 
Global Temperature-Salinity Profile Program (GT/SPP) collects the TAO/TRITON 
subsurface temperature and salinity distributed over the GTS and makes them available in 
real-time via NOAA’s National Oceanographic Data Center web site.   

 
Plots of TAO/TRITON Monthly Mean SST and Winds, Five-Day Zonal Wind, SST, and 
20oC Isotherm Depth 2oS to 2oN Average, and Five-Day Zonal Wind, SST, and 20oC 
Isotherm Depth Anomalies 2oS to 2oN Average are transmitted to NCEP monthly for 
inclusion in the Climate Diagnostics Bulletin.  Additionally, plots and data are 
transmitted to the Integrated Global Ocean Services System (IGOSS) for the IGOSS 
Products Bulletin.  The plots include zonal and meridional average and anomaly winds 
and average SST and SST anomalies and data made available include SST and SST 
anomaly and mean zonal and meridional wind and anomalies in netCDF format.   

 
During fiscal year 2009, NDBC released data to the GTS from drifting buoys formerly 
moored at 0,180 (under a drifting buoy WMO identifier, 51542) and at 2N95W (under 
drifting buoy WMO identifier, 32745), so that the buoy and instrumentation continue to 
provide operational data outside of the TAO area (data are also posted to 
http://www.ndbc.noaa.gov/station page.php?station=51542 and 
http://www.ndbc.noaa.gov/station page.php?station=32745).  
 
TAO current data area used to validate ocean currents from satellite altimetry and 
scatterometer data for the OSCAR Project (Ocean Surface Current Analyses – Real-time, 
http://www.oscar.noaa.gov ).   
 

2.4. Vandalism 
 

Vandalism continues to plague portions of the TAO/TRITON arrays. Data and equipment 
return are generally lower in regions of high tuna catch in the eastern and western 
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equatorial Pacific.  In addition to partial mooring hardware and instrumentation losses, 11 
complete moorings systems were confirmed lost in the Pacific due to the effects of 
vandalism and 4 other mooring were missing towers.  Two mooring remain adrift in the 
array and may be lost, but not yet confirmed. 
 
Efforts to combat vandalism continue, though it is not clear they are making much 
impact. Additional vandalism is expected as Ecuadorian fishing fleet expands its range 
into the Central Pacific 

 
2.5. Public Service    
 

NDBC provided onboard weather observation training to the Massachusetts Maritime 
Academy (MMA) on board the United States Training Ship Kennedy as part of the 
Voluntary Observing Ship (VOS) project on 8 - 12 February 2009. 
 
 
NDBC briefed Masters, Mates and Pilots (MM&P) Association, Council of American 
Master Mariners (CAMM) and Maersk Line Ltd. Members at the National Hurricane 
Center as part of the Voluntary Observing Ship (VOS) project in Miami, Florida on 14 
March 2009. 
 
NDBC attended the Gulf of Mexico Coastal Ocean Observing System (GCOOS)/Gulf of 
Mexico Alliance (GOMA) Harmful Algal Bloom Integrated Observing System 
(HABIOS) Workshop in St. Petersburg, Florida on 21 - 23 April 2009. 
 
NDBC attended the Coral Triangle Initiative Workshop and the USA/Indonesian Joint 
Committee Meetings held during the World Ocean Conference in Manado, Indonesia on 
6 - 14 May 2009. 
 
NDBC attended and presented at the JCOMM Fifth Ship Observations Team (SOT) 
session and the European Surface Marine Technical Action Group (ESurfMar TAG) 
meeting in Geneva, Switzerland on 13 - 23 May 2009. 
 
NDBC held the Bi-Annual Voluntary Observing Ship (VOS) National Meeting with all 
the U.S. Port Meteorological Officers and a Canadian Port Meteorological Officer in 
Easton, Maryland on 23 - 26 June 2009. 
 
NDBC attended the International Tsunami Symposium meeting to foster NOAA's work 
as an international partner in the development of a integrated global monitoring network 
held in Novosibirsk, Russia on 13 - 17 July 2009. 
 
NDBC participated in the OceanScope Working Group established by the International 
Association for the Physical Sciences of the Oceans (IAPSO) and the Scientific 
Committee on Oceanic Research (SCOR) as a NOAA IOOS Program Representative in 
Montreal, Canada on 17 -19 July 2009. 
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NDBC attended the OceanSITES Data Management, Science and Executive  
Committee Meetings held in Venice, Italy on 17 - 19 September 2009. 
 
NDBC attended the OceanObs'09 Conference and the Task Team on Delayed Mode 
Voluntary Observing Ship (VOS) / Task Team on Marine Meteorological and 
Oceanographic Climate Summaries in Venice, Italy on 21 - 25 September 2009. 
 
NDBC attended the Intergovernmental Oceanographic Commission (IOC)/International 
Warning System (IOTWS) International Tsunameter Partnership meeting in Paris, France 
on 26 - 27 September 2009. 
 
NDBC chaired the Task Team on Instrument Best Practices and Drifter Technology 
Development, co-chaired the Science and Technology Workshop and served as the U.S. 
National Representative for the 25th Session of the Data Buoy Cooperation Panel in 
Paris, France on 28 September to 2 October 2009. 
 
NDBC attended the 2nd meeting of the Joint Steering Group for the International 
Oceanographic Data and Information Exchange (IODE) in Oostende, Belgium on 15 - 16 
October 2009. 
 
NDBC attended meetings with the Korea Ocean Research and Development Institute 
(KORDI) in Ansan, South Korea and presented a brief as an Invited Speaker at the 
International Workshop on Tropical Ocean Dynamics and Mid-Latitudinal Phenomena in 
the Northwestern Pacific Ocean in Jeju, South Korea on 21 - 23 October 2009. 
 
NDBC attended the 3rd JCOMM Technical Commission Meeting as part of the U.S. 
Delegation in Marrakesh, Morocco on 4 - 9 November 2009. 
 
NDBC chaired the 5th Quality Assurance of Real-Time Oceanographic Data (QARTOD) 
workshop in Atlanta, Georgia on 17 - 19 November 2009. 
 
NDBC has a standing group of Regional Association Coordinators for the Coastal Ocean 
Observing System, who provides updates of NDBC efforts to the eleven Regional 
Associations and acquire suggestions for future operations.  NDBC serves on the IOOS 
Data Management & Communications Steering Team.   
 
NDBC served as Co-Chair of the Technical Program Committee for MTS/IEEE Oceans 
2009 Conference in Biloxi, MS in October 2009.  

 
 
2.6. TAO Transition FY 2009 Accomplishments     
 

In a memo dated 13 August 2002, the Deputy Directors for OAR and the National 
Weather Service instructed the directors of PMEL and NDBC to develop a plan for 
transferring PMEL TAO operations to NDBC. The memo was in response to the 
Administrator of NOAA's endorsement of a recommendation by the NOAA Program 
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Review Team that TAO mooring operations be consolidated with those at NDBC.  After 
several iterations, the Deputy Administrator of NOAA formally approved a TAO 
transition plan.  The TAO Transition is being executed in accordance with the approved 
TAO Transition Plan of August 31, 2004, and yearly Work Plans.   
 
FY 2009 TAO Transition efforts continued to focused on five areas:  (1) NDBC 
continued the daily/monthly/quarterly QA/QC of TAO real-time and delayed mode data, 
(2) NDBC continued as the “Official” TAO web site for QA/QC data, (3) NDBC 
continued responsibility for all TAO cruises, (4) development and testing of the TAO 
refreshed buoy system which is to replace obsolescent components and sensors, and (5) 
NDBC continued enhancements to the TAO IT/data system for the refreshed TAO buoy 
systems (more real-time data via Iridium satellite system).   
 
For the TAO data and IT transition, NDBC accomplished the following goals in FY 
2009: 
         

 NDBC manages the release and non-release of TAO data via GTS. 
 Maintained the TAO mirror web site at NWS Headquarters in Silver Spring, MD. 
 Continued to make DAC Management Console enhancements. 
 Updated the TAO Data Management Plan with emphasis on system interfaces  
 Updated the TAO IT Detailed Architecture Plan. 
 Maintained data delivery via the web pages for real-time data. 
 Maintained the OPeNDAP services for TAO data distribution. 
 Upgraded the DAC Data Management Console to PHP5 and provided support for 

remote access 
 Enhanced the TAO plots and drift alert notifications to support QA/QC 
 Continued to support the TAO cruise operational effort 
 Started releasing adrift TAO moorings as drifters on the GTS 
 Developed Matlab tool to assist in CTD processing 
 Providing TAO monthly graphic to NCEP relates to the Five Day Zonal Wind, 

SST, and 20 degree Isotherm 
 

For the TAO refresh buoy system, NDBC accomplished the following tasks: 
 

 Sensor calibration procedures were enhanced.  
 A flux site configuration of the TAO refresh was deployed in the Gulf of Mexico 

for test and evaluation. 
 A standard TAO Refresh was deployed at 5S 170W, 8N 180W, 5N 165E, 8S 

165E, and 5S 140W. 
 

 
During FY 2009, NDBC accomplished the following goals for data/IT part of the TAO 
refresh: 
                                           

 Continued to enhance the NDBC refreshed TAO database. 
 Continued to enhance the TAO real-time processing systems for NDBC AMPS 

payloads. 
 Continued to enhance the NDBC DAC Management Console. 
 Continued to enhance the TAO data display and data delivery web pages. 
 Continued to support the use of the DAC management console and Engineering 

web pages in support of test buoys. 
  



 

 

 

 

 

 

 

 

V. Ocean Reference Stations 
 

a. Ocean Reference Stations and Air-Sea Fluxes 

b. High Resolution Climate Data From Research and Volunteer Observing Ships 
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d. South Atlantic Meridional Overturning Circulation 
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g. Monitoring the Indonesian Throughflow in Makassar Strait 

h. Meridional Overturning Variability Experiment 

i. Integrated Boundary Current Observations in the Global Climate System 

j. Glider Mesurements of the Solomon Sea: A pilot project to monitor western boundary transport to the 
equatorial Pacific 
 

k. Development of an "Adaptable Bottom Instrument Information Shuttle System" (ABIISS) 

l. Assimilation, Analysis and Dissemination of Pacific Rain Gauge Data: PACRAIN 
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2. Abstract 
 
This effort has two distinct parts.  The first is the Ocean Reference Stations (ORS) project.  The 
goal of the ORS project is to maintain long-term surface moorings with climate-quality 
observing capabilities as part of the integrated ocean observing system.  The emphasis is on 
accurate observations of surface meteorology, air-sea fluxes, and upper ocean variability in 
regions of key interest to climate studies and on the use of those data to quantify air-sea 
exchanges of heat, freshwater, and momentum, to describe upper ocean variability and describe 
the local response to atmospheric forcing, to motivate and guide improvement to atmospheric, 
oceanic, and coupled models, to calibrate and guide improvement to remote sensing products and 
capabilities, and to provide anchor point for the development of new, basin scale fields of the air-
sea fluxes.  The second part of the effort is the production of a 50-year (from the mid 1950s 
onward) analysis of surface latent, sensible, net shortwave and net longwave radiation fluxes 
over the global oceans with improved accuracy and use of these data to study the heat flux 
variability on seasonal, annual, interannual, decadal and longer timescales and their relation to 
global climate change.  
 



 
3. Project Summary 
 

 3.1. Ocean Reference Stations

 
The goal of this observational project is to maintain long-term surface moorings, known as 
Ocean Reference Stations, as part of the integrated ocean observing system. Ocean Reference 
Stations collect long time series of observations of surface meteorology and upper ocean 
variability in regions of key interest to climate studies. The resulting meteorological and 
oceanographic observations provide a set of high quality air-sea fluxes of heat, freshwater and 
momentum as well as upper ocean heat and salt content. The scientific rationale for the 
collection of these flux products is manifold: 1) to describe the upper ocean variability and the 
local response to atmospheric forcing; 2) to motivate and guide improvement to atmospheric, 
oceanic, and coupled models; 3) to calibrate and guide improvement to remote sensing products 
and capabilities; and 4) to provide anchor points for the development of new, basin scale fields 
of the air-sea fluxes.  Model, satellite, and climatological fields of surface meteorology and air-
sea fluxes have large errors; high quality, in-situ time series are the essential data needed to 
improve our understanding of atmosphere-ocean coupling and to create more accurate global 
fields. 
 
Three Ocean Reference Stations are being maintained: A site at 20°S, 85°W under the stratus 
cloud deck off northern Chile (Stratus), the Northwest Tropical Atlantic Station (NTAS) at 15°N, 
51°W, and a site north of Hawaii near the Hawaii Ocean Time-series (HOT) site at 22.75°N, 
158°W known as the WHOI Hawaii Ocean Time-series Station or WHOTS.  Moorings at the 
Stratus and NTAS sites were initially deployed and serviced annually under NOAA OGP 
support; these sites have now transitioned to long-term Ocean Reference Stations.  WHOTS was 
established in 2004, in collaboration with investigators that have made shipboard and moored 
observations in that region in recent years.   
 
The Ocean Reference Stations project is managed under four task areas: 1) Engineering, 
oversight, and data management, 2) Maintenance of the Stratus site, 3) Maintenance of the 
NTAS site, and 4) Maintenance of the WHOTS site. Accomplishments in each of the task areas 
are reported in more detail below. 
 
 

 3.2.
 

 Air-Sea Fluxes 

Our present knowledge of the global air-sea heat flux distribution stems primarily from the bulk 
parameterizations of air-sea fluxes as functions of surface meteorological variables (e.g., wind 
speed, temperature, humidity, cloud cover, etc). The source of observations for those flux-related 
variables includes marine surface weather reports from Voluntary Observing Ships (VOS) 
collected by Comprehensive Ocean-Atmosphere Data Set (COADS) and satellite remote sensing 
from various platforms. Atmospheric reanalyses from numerical weather prediction (NWP) 
centers such as National Centers for Environmental Prediction (NCEP) and the European Centre 
for Medium-Range Weather Forecasts (ECMWF) provide additional model-based database. 
Nonetheless, none of the three data sources are perfect as each suffers from at least one of the 
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While improving the quality of each data source is a necessary step toward improving the 
estimates of surface heat fluxes, this project takes an alternative approach, i.e., to improve the 
quality of the flux estimates through objectively synthesizing the advantages of the three data 
sources. The synthesis approach has been applied successfully to generate gridded products of 
surface vector wind, SST, and precipitation. This project, which is termed “Objectively Analyzed 
air-sea heat Fluxes (OAFlux)”, develops an equivalent global synthesis product for surface heat 
fluxes by utilizing the methodology developed and experience learnt from a previous pilot study 
for the Atlantic Ocean.  
 
The project has two main objectives. The first objective is to produce a 50-year (from the mid 
1950s onward) analysis of surface latent, sensible, net shortwave and net longwave radiation 
fluxes over the global oceans with improved accuracy. This is to be achieved by an appropriate 
combination of COADS data, NWP reanalysis outputs, and satellite retrievals using advanced 
objective analysis. The target resolution is 1° longitude by 1° latitude and monthly. Daily flux 
fields are produced when satellite data are available. The second objective is to use the data to 
study the heat flux variability on seasonal, annual, interannual, decadal and longer timescales and 
their relation to global climate change. The scientific investigation helps to assess the quality and 
reliability of the dataset in depicting the multi-decade climate record since 1950s and to provide 
physical insights into the dataset.  
 
 
4. Scientific Accomplishments 
 

 
4.1. Ocean References Stations– Engineering Oversight and Data Management

To increase bandwidth over our existing Argos telemetry system, we have implemented an 
Iridium telemetry system, including mooring controllers and an automated, shore-based decoding 
and processing system. This modular system allows storage, buffering and transmission of 
surface meteorology, subsurface data transmitted via inductive link, subsurface data transmitted 
via acoustic modem, or all three. The system is built around a newly developed Iridium 
Communication Module (ICM) and a modified ASIMET (Air Sea Interaction Improved 
METeorology package – developed at WHOI) controller board, and can now be integrated with 
both a Seabird inductive modem and a Benthos acoustic modem. We continue to add 
complementary instrumentation to ORS installations to the extent possible. For example, we are 
now incorporating pCO2

 instrumentation developed by Chris Sabine (NOAA PMEL) on both 
Stratus and WHOTS buoys. The Stratus buoy is also being used to measure surface waves by 
collaborating with the National Data Buoy Center (NDBC), who provide hardware and guidance 
on how to install and operate the wave sensors. 
 
All ORS provide surface meteorology via satellite telemetry. Hourly meteorological data are 
transmitted via Argos telemetry and made available via an FTP server and a website with 
download capability.  To ensure that ORS surface meteorological data is a truly independent data 
set that can be used to assess atmospheric and coupled model performance, these data are not 
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inserted on the GTS.  Instead hourly data are placed on and FTP server at WHOI, where they are 
made available to NCEP and ECMWF, who in return put model data on that FTP site to support 
ongoing model-observation comparisons.  The NTAS ORS has implemented telemetry of 
subsurface oceanographic (velocity, temperature, salinity) data and that data is also now 
available in near-real time from the UOP website 
(http://uop.whoi.edu/projects/NTAS/ntasdata.html).  Delayed mode oceanographic (velocity, 
temperature and salinity) and surface meteorological data (wind speed and direction, air and sea 
surface temperature, rain, incoming shortwave and longwave, relative humidity, and barometric 
pressure) are processed and stored on disks attached to our workstations. We maintain a public 
access archive of historical Upper Ocean Processes (UOP) Group data from mooring 
deployments http://uopwhoi.edu).   The FTP server has near-real time hourly surface 
meteorology from all ORS.  Post-deployment, processed, calibrated, and quality-controlled data 
from the surface and subsurface are available from the UOP web archive and from OceanSITES. 
 
We have worked with the National Data Buoy Center (NDBC) to exchange WHOI ORS data in a 
format that can be utilized by standard NDBC processing and display tools. As a result, the three 
ORS sites are now accessible as stations within the NDBC buoy network (see Stations 32ST0, 
41NT0 and 51WH0, at http://www.ndbc.noaa.gov ). We also work with the OceanSITES team to 
develop protocols, policies and data format recommendations, and are presently serving our data 
in OceanSITES NetCDF format.  Talks, white papers, and posters at the OceanObs 09 meeting in 
Venice in September 2009 included a number of presentations where ORS data were used for 
examination of the realism of different numerical weather prediction models. 
 
 

 
 

4.2. Ocean Reference Stations – Stratus Ocean Reference Station 

The Stratus ORS was originally deployed under a previous grant (from the Pan American 
Climate Studies) in October 2000.  It has been annually serviced (recovered and redeployed) 
since that time. During the deployments, hourly-averaged surface meteorology is available in 
near real time via Service ARGOS and the UOP web site.  Data are routinely exchanged with 
ECMWF, NCEP and others to examine numerical weather prediction model performance and 
examine air-sea fluxes under the stratus clouds.  The telemetered meteorological data are also 
available via the website maintained for this site 
(http://uop.whoi.edu/projects/Stratus/stratus.html).  Internally recorded 1-minute meteorological 
data as well as the oceanographic data, which are only internally recorded, were downloaded 
from the recovered instrumentation.  Data recovery was good, post-calibrations are being done, 
and data files have been shared with colleagues.  Preliminary cruise reports are filed with the 
State Department soon after the cruise; final documentation that goes to foreign observers and 
the State Department includes copies of the underway data and a cruise report.  
 
Field operations this year included taking the lead in the oceanographic component of the 
VOCALS Rex (VAMOS Ocean Cloud Atmosphere Land System Regional Experiment) on two 
legs of the Ronald H. Brown (Charleston to Arica, Chile; Arica to Arica) in October to December 
2008.  On the first leg we were deploying the new Stratus mooring and recovering the old 
mooring, doing calibrations (both pre and post-deployment), using a towed Underway CTD 
(UCTD) to map the spatial structure of the mesoscale variability in the upper ocean in the region 
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between the WHOI mooring (20°S, 85°W) and the SHOA DART mooring (20°S, 75°W), data 
processing, writing cruise reports, preparing mooring hardware and instrumentation for the new 
deployment and cleaning and assessing the recovered equipment. Data recovery this year was 
good, post-calibrations are being done, and data files have been shared with colleagues.  We also 
supported on the mooring this year additional sensors, microstructure instruments, in support of 
work by Tom Farrar (WHOI) and Chris Zappa (LDEO); this was further supported by deploying 
for them a ship-based Vertical Microstructure Profiler. 
 
On the Stratus buoy we measure air temperature, sea surface temperature, relative humidity, 
incoming shortwave and longwave radiation, wind speed and direction, rain rate, and barometric 
pressure.  On the mooring line the instrumentation is concentrated in the upper 300m and 
measures temperature, salinity, and velocity.  During the deployment, high data rate (up to 1 
sample per minute) data are stored in each instrument. The internally recorded data goes through 
processing, has calibration information applied, and is subject to preliminary analyses before 
being made publicly available on our website. Hourly surface meteorological data are being 
shared with OceanSITES (http://www.oceansites.org), with the Chilean Navy (SHOA), with 
CLIVAR modelers interested in the Stratus region, with VAMOS investigators in the U.S. and in 
South America, and with Peter Glecker at PCMDI for use in the SURFA project. Once per 
minute as well as hourly surface meteorological time series are provided to VOCALS PIs and 
others (including Sandra Yuter, Chris Bretherton, Meghan Cronin) after recovery.  Data have 
also been made available to the satellite community (including NASA-Langley, JPL, 
NCEP/NCDC and SEAFLUX). The oceanographic data are being used by Weller to investigate 
air-sea coupling and upper ocean variability under the stratus deck.  
 
The Stratus cruises serve the wider scientific community by providing a platform on which to 
study the regional ocean. Researchers who participated in collaborative research or benefited 
from shared ship time in FY2009 have come from many institutions: NOAA Earth System 
Research Laboratory, Servicio Hydrografico y Oceanografico de la Armada (SHOA, Chile), 
Lamont-Doherty Earth Observatory, the NOAA National Data Buoy Center, University of 
Miami, University of Hawaii, University of California at San Diego, Brookdale School, Bigelow 
Laboratory for Ocean Sciences, UK Met Office, University of Washington, Scripps Institution of 
Oceanography, the Argo float program, the NOAA surface drifter program, and IMARPE 
(Institute of Marine Research, Peru). Ten Argo floats and 20 surface drifters, were deployed 
during the cruise. During the transit from Rodman, Panama, sampling was done Ecuadorian and 
Peruvian waters in collaboration with these countries. A teacher from NOAA’s Teachers-at-Sea 
program (Dave Grant) participated in Leg 2 of the cruise.   
 
In collaboration with participants from SHOA, we recovered and redeployed the Chilean Navy 
tsunami warning buoy at 20°S, 75°W. WHOI meteorological sensors on the surface buoy were 
serviced, and WHOI ocean sensors on the mooring line of the surface buoy were also serviced.  
This part of a growing partnership between the ORS project and SHOA. 
 
In the context of VOCALS and in the context of examining atmospheric and coupled model 
performance in areas of persistent marine stratus clouds, the Stratus ORS is providing essential, 
climate-quality observations to improve understanding and modeling of the processes at work in 
stratus cloud regimes.  Stratus data is used in the collaborative SURFA project where operational 
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model centers and operators of long time series sites such as the ORS exchange data and foster 
ongoing model validation and verification studies in support of improving these models.  Figure 
1 shows a summary comparison of Stratus ORS buoy net shortwave radiation against that from 
ECMWF and NCEP. 
 

 
 
Figure 1.  Monthly mean net shortwave from the Stratus buoy (green), ECMWF (blue), and 
NCEP (red).  Note how the models are challenged to get shortwave radiation correct and how, 
during the spring-summer, the two models can differ by up to 100 W m-2. 
 
 

 
 

4.3. Ocean References Stations – NTAS Ocean Reference Station 

The NTAS ORS was originally deployed in 2001 and has been annually serviced (recovered and 
redeployed) since that time. NTAS surface meteorological data are archived on the UOP web site 
(http://uop.whoi.edu/projects/NTAS/ntas.htm) and also available in near real time from the 
NDBC web server (Station 41NT0, http://www.ndbc.noaa.gov). Data are exchanged with 
ECMWF and NCEP, and they in turn provide operational model output at the grid point nearest 
the buoy. NTAS data are also available through OceanSITES and are shared with the Baseline 
Surface Radiation Network (BSRN) and the GEWEX (Global Energy and Water Cycle 
Experiment) Radiation Panel. 
 
The NTAS mooring service cruise was conducted on the NOAA Ship Ronald Brown during the 
period 17 June to 4 July 2009 in order to retrieve the existing mooring (NTAS-8) and replace it 
with a new mooring (NTAS-9). In preparation for this cruise, three ASIMET systems were 
calibrated and tested, and two systems, comprised of the best performing sensors, were prepared 
for deployment. The NTAS-9 mooring was deployed on 29 June 2009 and the NTAS-8 mooring 
was recovered on 1 July. The period between deployment and recovery was dedicated to a 
comparison of the two buoy systems, with the shipboard system as an independent benchmark. 
Data return from NTAS-8 was good, with all meteorological sensors showing complete records 
except for precipitation and wind direction. One precipitation sensor failed after 59 days (17% 
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data return) and the vane follower of one wind system failed after 54 days (16%). Since the 
second system had a complete precipitation and wind records, no data will be missing in the final 
(combined) data set. New this year was the deployment of an internally recording GPS system, 
providing accurate buoy position that will be useful in analysis of observed currents.  
 
The 2009 NTAS cruise represented the third year of collaboration with the Meridional 
Overturning Variability Experiment (MOVE). The MOVE effort involved servicing (recovery 
and redeployment) of three subsurface mooring sites and servicing (data collection and/or 
retrieval and replacement) of five Pressure/Inverted Echo Sounders (PIES).  
 
The NTAS-9 mooring represented the third year of development for real-time telemetry of 
subsurface data. Engineering work undertaken as part of the WHOI VOS project resulted in a 3rd 
generation telemetry system, including an Iridium communication controller, Seabird SIM 
interface, and Benthos acoustic modem interface. Using these new electronics along with 
hardware developed for NTAS-7, the mooring was outfitted with a system for both inductive and 
acoustic telemetry of underwater instruments. A series of problems were encountered during 
preparation and testing of the acoustic communication system, and the final deployment 
represented a sub-optimal installation. Still, the results have been excellent to date, with the 
NTAS-9 mooring transmitting subsurface data from both inductive and acoustic subsystems via 
Iridium during the first three months of operation (Fig. 2).  
 

 

Figure 2.  Subsurface temperature (10-80 m), salinity (25-65 m) and velocity (12.5 m) data from 
the NTAS-9 Ocean Reference Station for the period 24-30 Sep 2009. These data are made 
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available via an inductive telemetry subsystem passed through an Iridium satellite. An acoustic 
telemetry system provides velocity profile data (not shown). 

 
 
 

4.4. Ocean Reference Stations – WHOTS Ocean Reference Station 

The Hawaii Ocean Time-series (HOT) site, 100 km north of Oahu, Hawaii, has been occupied 
since 1988 as a part of the World Ocean Circulation Experiment (WOCE) and the Joint Global 
Ocean Flux Study (JGOFS). The primary intent of the WHOI Hawaii Ocean Time-series Station 
(WHOTS) mooring is to provide long-term, high-quality air-sea fluxes as a coordinated part of 
the HOT program and contribute to the goals of observing heat, fresh water and chemical fluxes 
at a site representative of the oligotrophic North Pacific Ocean. The WHOTS ORS was 
originally deployed in 2004 and has been annually serviced (recovered and redeployed) since 
that time.  
 
WHOTS surface meteorological data are archived on the UOP web site 
(http://uop.whoi.edu/projects/WHOTS/whots.htm) and also available in near real time from the 
NDBC web server. Data are exchanged with ECMWF and NCEP, and they in turn provide 
operational model output at the grid point nearest the buoy. WHOTS data are also available 
through OceanSITES and are shared with the Baseline Surface Radiation Network (BSRN) and 
the GEWEX (Global Energy and Water Cycle Experiment) Radiation Panel. Subsurface 
oceanographic sensors on the mooring are being provided through cooperation with Roger Lukas 
(U. Hawaii; funded by the National Science Foundation). In cooperation with C. Sabine (PMEL), 
and with the assistance of D. Sadler (U. Hawaii), a pCO2 system was incorporated in the 
WHOTS-6 buoy. Incorporation of CO2 measurements on the WHOTS buoy provides 
continuation of the time series begun in 2004 from the MOSEAN buoy. 
 
The WHOTS mooring service cruise was conducted on the R/V Kilo Moana during the period 9 
to 17 July 2009 in order to retrieve the existing mooring (WHOTS-5) and replace it with a new 
mooring (WHOTS-6). In preparation for this cruise, three ASIMET systems were calibrated and 
tested, and two systems, comprised of the best performing sensors, were prepared for 
deployment. The WHOTS-6 mooring was deployed on 10 July and the WHOTS-5 mooring was 
recovered on 15 July. The period between deployment and recovery was dedicated to a multi-
investigator, multi-system meteorological sensor intercomparison. Sensors and systems included 
those from the R/V Kilo Moana, NOAA ESRL/PSD, WHOI AutoIMET, WHOTS-5, and 
WHOTS-6. A NOAA Teacher at Sea and Teacher in the Lab participated in the cruise and 
assisted with the mooring work and meteorological comparison study. Preliminary analysis by 
Frank Bradley of CSIRO (who also participated in the cruise) confirmed the overall high 
accuracy of the ORS systems, pointed to specific problems with shortwave radiation calibrations 
on the WHOTS-5 buoy, and provided many other insights about sensor performance on ships 
and buoys (Fig. 3). Data return from WHOTS-5 was very good, with all meteorological sensors 
showing complete, high quality records except for wind. We had difficulty with compass biases 
on both systems due the installation method (rectified for WHOTS-6) and one wind sensor was 
physically damaged (lost prop), failing after 201 days (49% data return). Since the second wind 
sensor had a complete record, no data will be missing in the final (combined) data set.  
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Figure 3. Hourly average shortwave radiation from two meteorological systems on the R/V Kilo 
Moana and two WHOTS ORS buoys during the WHOTS-6 mooring turnaround cruise 
intercomparison period. A two day interval is shown during which the ship moved from adjacent 
to the WHOTS-6 buoy (yearday 193.5 to 194.5) to adjacent to the WHOTS-5 buoy (yearday 
194.5 to 196.5). All four independent systems show close agreement during the first day, 
verifying the calibration of the WHOTS-6 system. The two buoys are notably lower than the 
shipboard systems on the second day, confirming the need for calibration adjustments on the 
WHOTS-5 system. 
 
 

 4.5. Ocean Reference Stations – Highlights, Impacts, and Challenges 

 
The NOAA Climate Observation Program seeks to deliver continuous records and analyses of 
SST and surface currents, of ocean heat content and transport, of the air-sea exchanges of heat, 
freshwater, and momentum and of carbon uptake and content.  The Ocean Reference Stations 
have been highly successful at meeting these objectives.  The Stratus ORS site was successfully 
serviced, initiating the ninth year of continuous operation.  The NTAS ORS site was successfully 
serviced, initiating the ninth year of continuous operation.  The WHOTS ORS site was 
successfully serviced, initiating the sixth year of continuous operation.  The Stratus and WHOTS 
ORS are collecting pCO2 data in addition to surface meteorology and air-sea fluxes of heat, 
freshwater, and momentum.  Stratus is also collecting surface wave data. The NTAS ORS is 
delivering surface meteorology and upper-ocean properties in near-real time via Iridium 
telemetry.  The WHOTS ORS mooring service cruise was used as an opportunity for an 
extensive meteorological data intercomparison, and has resulted in improved air-sea flux 
accuracy from ORS and a better understanding of instrument performance. 
 
The ORS surface meteorological and air-sea flux time series identify the failing of present 
weather and climate models and are used to improve research and operational models.  By 
quantifying upper ocean velocity and temperature/salinity the ORS provide the tools to examine 
the change in upper ocean heat content and the extent to which a one-dimensional budget (local 
atmospheric forcing and vertical mixing in the upper ocean) holds.  In the case of the Stratus 
ORS the findings from that site have lead to an observational and ocean model focus on the role 
of eddies in upper ocean heat and freshwater budgets.  Thus, the ORS go far to not only improve 
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our understanding of the dynamics that maintain SST and upper ocean heat content but also to 
motivate improvements to predictive weather and climate models. 
 
Challenges to the ORS program are logistical and budgetary.  Problems with the NOAA Ship RH 
Brown have lead to delays in cruises and to the need to use charter vessels.  Delays lead to loss 
of data and degradation of data quality when instruments remain in the water longer than 
planned.  Labor and materials costs increases erode the capability to do the work when support is 
level funded.  At the same time level funding greatly limits our ability to add additional sensors, 
such as the Sabine PCO2 system and the NDBC surface wave hardware to the ORS.  Funding 
restrictions also limits our ability to put data out in real time.  Although we have developed 
Iridium transmission capability, we are limited by cost from using this ability to provide a greater 
volume of data in real time.  The value of sustained time series ORS was strongly substantiated 
at the Venice Ocean Observations 09 meeting, and we plan to support additional ORS as part of 
the international effort to meet the goal to have a global ORS network.  This plan, however, 
requires new funding to the Climate Observation Program. 
 
The long-term goals of this work are to improve in-situ observations of marine boundary layer 
meteorology and air-sea fluxes in order to improve understanding and prediction of the earth’s 
climate.  
 
 
4.6. Air-Sea Fluxes – OA Flux Analysis 

 
A nearly 50-year (1958-present) analysis of global surface latent and sensible heat fluxes with 
monthly and daily resolutions has been released and are freely available to the community via 
the project website (http://oaflux.whoi.edu). The proposed study contributes to CLIVAR 
programs including CLIVAR Atlantic, Pacific and PACS, and benefits the CLIVAR and other 
research communities on studies of climate variability and predictability. 

 
The OAFlux project develops global analysis of ocean evaporation, air-sea latent and sensible 
heat fluxes, and related surface meteorological variables from 1958 onward on 1-degree 
resolution, with monthly datasets available for the entire analysis period and daily datasets from 
1985 onward (Fig.4).  

 

                   
 

Figure 4 (top) Climatology of global latent and sensible heat fluxes produced by OAFlux. 
(bottom) Variability of yearly-mean global averages of latent hear flux (red line), sensible heat 
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flux (blue line), and latent plus sensible heat fluxes (black line). The shaded area on both sides of 
the line represents the lower and upper bounds of the error bars.  

 
The OAFlux products are constructed not from a single data source, but from an optimal 
blending of a total of 22 daily input fields originating from three NWP reanalyses (ERA40, 
MCEP1, NCEP2) and multiple satellite platforms (AVHRR, SSM/I, QuikSCAT, AMSR-E). 
These optimally estimated daily surface meteorological fields were then input into the COARE 
bulk flux algorithm 3.0 to compute daily flux fields. Methodology, strategy, and procedure of the 
synthesis were detailed in a technical report (Yu et al. 2008). Comparison with 107 buoy time 
series shows that the mean OAFlux-buoy difference is of 1.0 Wm-2 and the mean OAFlux-buoy 
difference in absolute measure is of 7.4 Wm-2. Based on the buoy comparisons, error estimation 
for daily global flux field was derived through post analysis (Fig.5).  

 

 

Figure. 5.  Estimated errors for latent plus sensible heat fluxes.   

  
The OAFlux evaporation production provides the climate community the needed component in 
studying global water cycle. Precipitation estimates from 1979 to present are available from two 
groups, the NASA GPCP (Global Precipitation Climatology Project) and NOAA CMAP (CPC 
Merged Analysis of Precipitation by Xie and Arkin). Effort in the past year has made to link the 
OAFlux evaporation with precipitation, and to analyze and understand changes in global water 
cycle.  The OAFlux evaporation shows that global evaporation has been increasing steadily since 
the early 1980s (Fig. 6) , and the increase is consistent with the increase in GPCP precipitation. 
As evaporation drives precipitation, the coherent increase in evaporation and precipitation 
suggests an acceleration of global hydrological cycle under global warming. 
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Figure 6.  Yearly-mean time series of global-averaged ocean evaporation from OAFlux (red), 
precipitation from GPCP (blue). 
 
 

 
4.7. Air-Sea Fluxes – OA Flux Analyses Highlights and Challenges 

The highlights of the work have been:  1) Established OAFlux analysis of ocean evaporation, air-
sea latent and sensible heat fluxes, and related surface meteorological variables from 1958 to 
present.  2) Linking OAFlux evaporation product to precipitation product suggested an 
acceleration of global water cycle in past decades. 
 

The project investigates variability of air-sea heat exchanges on seasonal, annual, interannual, 
decadal and longer timescales and its relation to global climate change. The project aims at 
understanding climate variability and change to enhance society’s ability to plan and respond.  
Funding limitations have forced a focus on the production of the OA Flux fields and restricted 
investigation of the spatial and temporal variability in these fields and thus of the oceans role in 
climate.  
  

5. Education and Outreach 
 
ORS cruises are often conducted with participation from the NOAA Teacher at Sea (TAS) 
program.  The October-November 2009 Stratus cruise was to have two TAS on board; that cruise 
was delayed due to problems with the NOAA Ship Ronald H. Brown.  Participation in the 
October-November 2009 cruise had also been made available to a graduate student from CIRA, 
the NOAA Cooperative Institute at Colorado State University and to a graduate student at the 
University of Concepcion, Concepcion, Chile. The cruise to the stratus region in late calendar 
2008 was part of the large international, cooperative VOCALS (VAMOS Ocean Cloud 
Atmosphere Land Study) that received considerable publicity.  The second leg of the Brown 
cruise, in November-December 2008, did have a TAS on board.  Legs 1 and 2 of VOCALS each 
included more than 20 scientists, including postdocs and students.   
 
Weller:  Weller made the following presentation:  Geo V Plenary, Bucharest (Weller, RA  
OceanSITES and the NSF OOI), AMS Annual Meeting (Weller, RA and CW Fairall    Surface 
meteorology and air-sea fluxes under the stratus clouds off northern Chile), VOCALS workshop 
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(Weller, RA   Surface fluxes and ocean variability in the VOCALS region), and at the PAROS 
Innovative Ocean Observing Workshop (Weller, RA   Three-dimensional observations in the 
upper ocean).  
 
Weller has served as: 

Director, Cooperative Institute for Climate and Ocean Research (CICOR) 
Chair, Physical Oceanography Dept, starting July 1, 2006 
OAO Advisory Committee 
Member CLIVAR VAMOS VOCALS Science Working Group 
Member, UNESCO/IOC Ocean Observations Panel for Climate (OOPC). 
Member, GEOSS Capacity Building Panel 
Member, GEOSS Science and Technology Advisory Panel 
Member, NRC Committee on NPOESS and Climate, ended in 2008 
Discipline Expert, Group on Earth Observations (GEO) 
Discipline Expert, Interagency Working Group on Earth Observations (IWGEO) 

 NOAA:  Climate Observing System Council, Climate Working Group 
 Co-chair, International Time Series Science Team (OceanSITES) 
 Chair, UCAR Membership Committee 

 CNO/SecNav Chair in Oceanography 
 External Review Panel, GERG, Texas A&M 
 
Weller attended: 

December 2008 – CINAR planning meeting, Newark 
January 2009 - POGO (Partnership Ocean Global Observations) in Concepcion, 

Chile 
February – Chair, NRC committee meeting, Washington DC 
February – external review of GERG at Texas A&M 
March – planning meeting at NDBC 
March – NOAA Cooperative Institute Director’s Annual Meeting, Silver Spring 
April – NOAA Climate Observing System Council Meeting, Silver Spring, MD 
April – Chair, NRC committee meeting, Washington DC 
May – GEOSS workshop on sustained ocean observations, Bremen, Germany 
May – Oceans 09, Bremen, Germany 
May – Chair, NRC committee meeting, Washington DC 
July – Planning meeting for OceanObs 09, Paris 
July – PAROS Innovative Ocean Observing Workshop, Seattle 
July – Vocals workshop, Seattle 
July – VOCALS SWG, Seattle 
August - Chair, NRC committee meeting, Washington DC 
Sept - OceanSITES meeting, Venice 
Sept- OceanObs 09, Venice 

 
Plueddemann:  Dr. Plueddemann routinely presents research results at national and international 
scientific meetings. He also presents many science and technology talks each year suitable for a 
general audience, for example to incoming graduate students, program officers, visiting officials, 
industry representatives and journalists. He routinely reviews research papers and proposals and 

 FY2009 Annual Report: Ocean Reference Stations and Air-Sea Fluxes  Page 13 of 17 



has served as Associate Editor for Reviews of Geophysics and the Journal of Atmospheric and 
Oceanic Technology.  He served on the advisory committee for the New England Center for 
Ocean Sciences Education Excellence (COSEE), and has participated in COSEE-sponsored 
workshops on scientific communication and ocean literacy.  He has participated in the 
Cambridge Science Festival. He has sponsored student interns, as well as NOAA Teacher at Sea 
and Teacher in the Lab participants on research cruises. He has advised or co-advised 4 
postdoctoral scholars, 1 Ph.D. student, 1 M.S. student, 3 guest students, 8 Summer Student 
Fellows and 1 Undergraduate Research Fellow.   
 

Interactions with NOAA 
 
Office of Climate Observation: Presentations at Annual System reviews, 2003–2009.  
 
Atlantic Oceanographic and Meteorological Laboratory: Discussions with Dr. Baringer 
regarding meteorological instrumentation on ships running Atlantic VOS/XBT lines. 
 
Pacific Marine Environmental Laboratory: Cooperation with Dr. Sabine to deploy pCO2 sensors 
on WHOTS ORS buoy. 
 
Earth System Research Laboratory: Cooperation with Drs. Fairall and Pezoa on field 
intercomparisons of meteorological data and determination of sensor accuracy. 
 
National Data Buoy Center: Cooperation with Dr. D. Conlee on deployment of radiation sensors 
on NDBC buoys; discussions with Dr. Teng on deployment of NDBC surface wave packages on 
ORS buoys; ongoing discussions about passing Atlantic ORS data to NHC/TPC. 
 
National Hurricane Center – Tropical Prediction Center: Discussions with Eric Blake, Tropical 
Analysis and Forecast Branch, about making Atlantic ORS data available. 
 
Education and Outreach Activities (2001-2009) 
 
Member, WHOI Advisory Committee on Computing: 1997-2001 
Associate Editor, Reviews of Geophysics 1997-2001 
Associate Editor, Journal of Atmospheric and Oceanic Technology 1999-2002 
Guest Editor, IEEE Journal of Oceanic Engineering 2001 
Member, NSF Physical Oceanography review panel, November 2002 
Advisor, Summer Fellow Aaron Donohoe 2002 
Sponsor/Advisor, Guest Student Andrea Taschetto 2002 
Guest lecturer on Air-Sea Fluxes in “Introduction to Physical Oceanography” class, 2002-2004 
Co-Advisor (with W. Jenkins), Postdoc Burkard Baschek 2003-2005 
Core-Team member, WHOI Messaging and Website Strategy Project 2003 
Committee member, PhD student Gregory Gerbi, 2005-2008 
Member, NE-COSEE Science Advisory Group 2004 – 2007 
Participant, Ocean Literacy Online Workshop 2004–2005  
Participant, Roundtable Discussion on Ocean Exploration, U-Mass Dartmouth, January 2004 
Participant, NE-COSEE Telling Your Story Workshop, January 2004 
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Presenter, U.S. ambassador to Barbados visit to NOAA ship Ronald H Brown  
   (resulting article in Barbados Advocate newspaper, March 2005) 
Presenter, Barrow Arctic Science Consortium Outreach series, August, 2005 
Committee member, PhD student Katie Silverthorne, 2006- 
Participant, Integrated Collaborative Education online workshop for IPY, 2006 
Presenter, NTAS-2006 “Expedition Reports” from ship to third grade class in North Falmouth  
Advisor, Summer Fellow Tess Brandon, 2007 
Co-Advisor (with J. Trowbridge), Postdoc Tobias Kukulka, 2007-2009 
Sponsor, JOI/CORE science interns on NTAS-2007 cruise, resulting in Mission 15-51 website 
Presenter, Knight Science Journalism Fellows, October 2007 
Panelist, Atlantic Canada-New England Business Forum, November 2007 
Presenter, Chicago Museum of Science and Industry representatives, December 2007 
Presenter, Olin College SCOPE program, September 2008 
Presenter, WHOI Ocean Science Journalism Fellows, January 2009 
Participant, Strategic Communication online seminar, January 2009 
Participant, COSEE-NOW Telling Your Story workshop, January 2009 
Exhibitor, Cambridge Science Festival, April 2009 
Advisor, Postdoc Emily Shroyer, 2009- 
 
Reviewer: Journal of Physical Oceanography, Journal of Geophysical Research, Deep-Sea 
Research, Journal of Marine Research, Limnology and Oceanography, Geophysical Research 
Letters, Reviews of Geophysics, Journal of Atmospheric and Oceanic Technology,  IEEE 
Journal of Oceanic Engineering, Nature. 
 
 
The following public presentations were presented as part of the Flux Analysis project: 
 

September 2008: “Role of the ocean in variability of seasonal evaporation and long-term 
changes in global water cycle”. Oral presentation given at the NOAA Climate 
Observation Division 5th Annual System Review. Silver Spring, Maryland. 

 
November 2008: “Introducing the WHOI OAFlux Global Analysis of 0.25 Ocean 

Vector Wind (1987 – present)”. Oral presentation given at the NASA OVWST 
meeting. Seattle, WA. Invited. 

 
December 2008: “Trends in ocean evaporation, precipitation, and surface salinity”. Poster 

presentation at the AGU Fall meeting. San Francisco, CA. 
 
December 2008: “Do ocean salinity observations support a changing global water cycle?” 

Oral presentation at the AGU Fall meeting. San Francisco, CA. Invited. 
 
January 2009: “Climate Variability of air-sea heat, evaporation, and wind developed by 

OAFlux”. Oral presentation given at the AMS annual meeting. Phoenix, AZ. 
 
June 2009: “Air-sea interaction in the Bay of Bengal”. Oral presentation at the Indian 

Ocean Panel meeting. Reunion. Invited. 
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July 2009: “Indian Ocean’s involvement in making Cyclone Nargis”. WHOI PO seminar. 
 
August 2009: “Scatterometer and evaporation: past, present, and future connection”. Oral 

presentation given at the NASA-NOAA workshop on Scatterometry and Climate. 
Arlington, Virginia. Invited. 

 
 
6. Publications and Reports 
 

 
 

6.1. Publications by Principal Investigators

Colbo, K. and R.A. Weller, 2009.  The accuracy of the IMET sensor package in the subtropics.  
J. Atmos Oceanic Tech., 26, 1867-1890. 

 
Ghate, V. P., B.A. Albrecht, C.W. Fairall, R.A. Weller, 2009.  Climatology of surface 

meterology, surface fluxes, cloud fraction and radiative forcing over south-east Pacific from 
buoy observations.  J. Climate, accepted. 

 
Joyce, T., Y-O.  Kwon, and L. Yu, 2009: On the Relationship between Synoptic Wintertime 

Atmospheric Variability and Path Shifts in the Gulf Stream and the Kuroshio Extension. J. 
Climate. 22, 3177-3192. 

 
McPhaden, M. J., G. R. Foltz, T. Lee, V.S.N. Murty, M. Ravichandran, G. A. Vecchi, J. Vialard, 

J. D. Wiggert, and L. Yu, 2009: Ocean-atmosphere interactions during Cyclone Nargis. EOS 
Trans., Americ. Geophys. Union, 90(7), 53-60. 

 
McPhaden, M. J., G. Meyers, K. Ando, Y. Masumoto, V. S. N. Murty, M. Ravichandran, F. 

Syamsudin, J. Vialard, L. Yu, W. Yu, 2009: RAMA: The Research Moored Array for 
African-Asian-Australian Monsoon Analysis and Prediction. Bull. Ameri. Meteor. Soc. 90, 
459-480. 

 
Schulz, E. W. and R. A. Weller, 2009. Verification of Numerical Weather Prediction Marine 

Meteorology using Moorings: An OCEANSITES Application.  Additional contribution 
to Ocean Obs 09. 

 
 Vialard, J., J-P. Duvel, M. McPhaden, P. Bouruet-Aubertot, B. Ward, E. Key, D. Bourras, R. 

Weller, P. Minnett, A. Weill, C. Cassou, L. Eymard, T. Fristedt, C. Basdevant, Y. 
Dandoneau, O. Duteil, T. Izumo, C. de Boyer Montégut, S. Masson, 2009, Cirene: Air Sea 
Interactions in the Seychelles-Chagos thermocline ridge region, Bull. Am. Met. Soc., 90, 45-
61. 

 
Yu, L., 2009: Sea surface exchanges of momentum, heat, and freshwater determined by satellite 

remote sensing. Encyclopedia of Ocean Sciences, In: J. Steele, S. Thorpe, and K. Turekian 
(eds.), Encyclopedia of Ocean Sciences, First Online Update, Academic Press, London, UK, 
http://www.elsevierdirect.com/brochures/oceansciences/index.html. 
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Yu, L., and R. A. Weller, 2009: Global ocean heat fluxes.[in "State of the Climate in 2008"]. 

Bull. Amer. Meteor. Soc., 90, S1-S196. 
 
Yu, L., 2009: On surface salinity skin effect under evaporation conditions and implications for 

remote sensing of ocean salinity. J. Phys. Oceanogr. In press. 
 
 

 
 

6.2. Other Relevant Publications

Bouchard, P., J. Lord, N. Galbraith, G. Allsup, S. Whelan, A. Plueddemann and R. Weller, 2008. 
“Inductive telemetry for UOP Ocean Reference Station Moorings”, ONR/MTS Buoy 
Workshop, 4-6 March 2008, Bay St. Louis, MS. 

 
Cronin, M. et al, 2009: Monitoring Ocean-Atmosphere Interactions in Western Boundary 

Current Extension; submitted to OceanObs09 
 
Fairall et al, 2009: Observations to Quantify Air-Sea Fluxes and Their Role in Climate 

Variability and Predictability; submitted to OceanObs09 
 
Hood, M. et al, 2009: Global Ocean Ship-based Hydrographic Investigations Project (GO-SHIP); 

submitted to OceanObs09. 
 
Send, U. R. A. Weller, et al, 2009: OceanSITES; submitted to OceanObs 09. 
 
Plueddemann, A., F. Bahr, L. Yu and R. Weller, 2008. “Observed and Modeled Longwave 

Radiation in the North Pacific During 2004”, NOAA Office of Climate Observation Annual 
System Review, Silver Spring, MD, 3-5 Sept 2008. 

 
Upper Ocean Processes Group, 2007. “Inductive telemetry for UOP Ocean Reference Station 

Moorings”, UOP Tech Note, December 2007, contributed by A. Plueddemann, J. Lord, G. 
Allsup and N. Galbraith. http://uop.whoi.edu/techdocs/technotes.html  

 
Whelan, S.P., A. Plueddemann, R. Lukas, J. Lord, P. Lethaby, J. Snyder, J. Smith, F. Bahr, N. 

Galbraith, and C. Sabine, 2008:  WHOI Hawaii Ocean Timeseries Station (WHOTS):  
WHOTS-4 2007 Mooring Turnaround Cruise Report.  Technical Report, WHOI-2008-4, 
UOP 2008-02, 120 pages. 

 
Whelan, S. et al, 2009: Stratus 9/VOCALS ninth setting of the Stratus Ocean Reference Station 

& VOCALS Regional Experiment, WHOI-2009-03, Technical Report. 
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1. Abstract 
 
This project focuses on the measurement of direct high-resolution air-sea fluxes on one to two 
cruises per year and on the development and use of a roving standard flux measuring system 
deployed on a series of NOAA and UNOLS research vessels to promote the improvement of 
climate-quality data from those platforms.  Direct measurement of air-sea turbulent fluxes of 
sensible heat, latent heat, and momentum are critical for the development of model 
parameterizations of fluxes, and this project provides a strategy for maintaining regular flux 
observations within the climate context and provides a critical tool for providing a systematic 
calibration for flux observations from UNOLS and NOAA vessels. 
 
2. Project Summary 
 
Direct covariance air-sea fluxes are performed on several oceanic cruises each year, and ESRL 
has developed a roving standard flux measuring system to be deployed on research vessels on an 
opportunistic basis.  This latter task aims to encourage the UNOLS and NOAA fleet to toward 
high-quality climate observations from these platforms.  An adjunct task is maintenance and 
operation of the C-band scanning Doppler radar and the stabilized wind profiling radar on the 
NOAA ship Ronald H. Brown.  Because buoys and most ships and satellites rely on bulk 
methods to estimate fluxes, another aspect of this project is the use of direct measurements to 
improve the NOAA/COARE bulk flux algorithm.  Originally one cruise was the annual TAO 
buoy tending cruise to 95W and 110 W on the Ronald Brown, but after several years 
participation in the TAO cruise was discontinued in favor of participation in the annual cruise to 
the equatorial Atlantic Ocean with NOAA/AOML as part of the African Multidisciplinary 
Monsoon Analyses (AMMA) and Saharan Dust studies (now part of the PIRATA Northeast 
Extension; PNE).  In 2000, a second cruise was added to participate in the annual turn-around of 
the Stratus climate buoy at 20S 85W.  Due to the success of the Stratus cruise participation and 
the fruitful collaboration with WHOI, and in order to maintain a more relevant connection with 
the climate reference buoys, ESRL now participates in the annual turn-around of the Northwest 
Tropical Atlantic Station (NTAS). 
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A full suite of direct, inertial-dissipation, and bulk turbulent fluxes of sensible heat, latent heat, 
and momentum are measured along with IR and solar radiative fluxes, precipitation, and 
associated bulk meteorological properties. This effort represents a partial transition of research 
from the OGP CLIVAR PACS program to operations under the Climate Observations Program 
(COP).   

 
The project development is the result of a NOAA-sponsored workshop on high-resolution marine 
measurements (Smith et al., 2003, Report and Recommendations from the Workshop on High-
Resolution Marine Meteorology, COAPS Report 03-01, Florida State University, pp38) which 
identified three important issues with the planned NOAA air-sea observation system: 1) the need 
for a data quality assurance program to firmly establish that the observations meet the accuracy 
requirements, 2) the need for observations at high time resolution (about 1 minute), 3) and the 
need to more efficiently utilize research vessels, including realizing their potential for the highest 
quality data and their potential to provide more direct and comprehensive observations.  For 
seasonal time scales, the net air-sea flux (sum of 5 flux components) must be constrained within 
10 Wm-2.  Buoys and VOS systems are required to operate virtually unattended for months, so 
considerations of practical issues (e.g., power availability, instrument ruggedness, or safe access) 
are balanced against inherent sensor accuracy and optimal sensor placement.  As discussed 
above, an important function of the in situ measurements is to provide validation data to improve 
NWP and satellite flux fields.  High time resolution and more direct observations are invaluable 
for interpreting surface flux measurements and diagnosing the source of disagreements; such 
information can be provided by suitably equipped research vessels (R/V). Thus, the accuracy of 
buoy and VOS observations must be improved and supplemented with high-quality, high time 
resolution measurements from the US R/V fleet (which is presently underutilized).  The 
necessity for both high time resolution and high accuracy places extreme demands on 
measurements because some sources of error (such as the effect of ship flow distortion on wind 
speed) tend to average out over a large sample.  To accomplish this task will require a careful 
intercomparison program to provide traceability of buoy, VOS, and RV accuracy to a set of 
standards. 
 
This project directly addresses the need for accurate measures of air-sea exchange in the  
Program Plan for Building a Sustained Ocean Observing System for Climate (Sections 5.2-5.4), 
and it is a joint effort by ESRL and Dr. Robert Weller of the Woods Hole Oceanographic 
Institution (WHOI).  The ESRL Air-Sea Interaction Group website can be found at: 
http://www.esrl.noaa.gov/psd/psd3/air-sea/. ESRL also cooperates with Dr. Andy Jessup (APL 
University of Washington) on radiative sea surface temperature measurements, Dr. Frank 
Bradley (CSIRO, Canberra Australia) on precipitation and radiative flux observations, Dr. M. 
Cronin (PMEL) on buoy-ship intercomparisons and climate variability analysis, and Dr. Wade 
McGillis (Univ. Columbia) on radiative fluxes.  A new website is under construction for this 
project (High Resolution Climate Observations http://www.esrl.noaa.gov/psd/psd3/air-
sea/oceanobs/ ).  An associated website (http://www.esrl.noaa.gov/psd/psd3/wgsf/ ) contains a 
handbook on best practices for flux measurements plus a database of high-resolution flux data.  
This work will be closely monitored by the WCRP Working Group on Surface Fluxes (WGSF) 
which is chaired by C. Fairall.  This gives the project high visibility in the CLIVAR, GEWEX, 

http://www.esrl.noaa.gov/psd/psd3/air-sea/oceanobs/
http://www.esrl.noaa.gov/psd/psd3/air-sea/oceanobs/
http://www.esrl.noaa.gov/psd/psd3/wgsf/


and SOLAS programs.  This project will be managed in cooperation with JCOMM (and other) 
panels as per instructions of Mike Johnson. 
 
Users of the data from this project include numerous individual collaborators (J. Edson at 
UConn, B. Huebert at UHawaii, B. Ward at Galway, M. Bourassa at FSU, W. McGillis at 
LDEO, F. Bradley at CSIRO, M. Cronin at PMEL, R. Wanninkhof at AOML, R. Weller at 
WHOI, A. Beljaars at ECMWF, etc, etc) and many projects/programs worldwide (SAMOS, 
GOSUD, SeaFlux, USGCRP, WCRP, SOLAS, SURFA, OceanSites, CLIVAR, VOCALS, 
UNOLS, TAO, etc, etc).  Specific application include global model algorithm development and 
intercomparison, satellite product intercomparison, in situ (buoy and ship) intercomparison 
studies, application of the NOAA/COARE model for flux parameterization, improved climate 
observation. 
 
This project directly addresses the Climate Observation Program deliverables for improved 
observations of Air-Sea Exchange, and for accurate measurement of Sea Surface 
Temperature. 
  
3. FY2009 Accomplishments 
 
ESRL completed three research cruises, including the participation in a major multi-institutional, 
multi-platform experiment (VOCALS) during October-November over two cruise legs on the 
Ronald H. Brown, a climate cruise (NTAS) on the Ronald H. Brown, and a flux system 
calibration cruise on the University of Hawaii’s R/V Kilo Moana (WHOTS).  The preliminary 
raw and processed data from these three cruises can be found at ftp://ftp.etl.noaa.gov/et6/cruises. 
 
Prior to VOCALS, major maintenance was performed on the C-band radar on the Ron Brown.  
Evaluations have been made on hardware and software upgrades for the system, but the level of 
expense is significant.  The VOCALS deployment also included an intercomparison period at the 
WHOI Stratus buoy (20S, 85W), and the larger campaign also included W-band and X-band 
cloud radars on the ship, observations from multiple aircraft, and numerous floats and profiling 
buoys.  The main VOCALS website is: http://www.eol.ucar.edu/projects/vocals/.  After the 
VOCALS campaign ended, it was decided that the wind profiler on the Ron Brown needed to be 
taken down for major refurbishment at ESRL in Boulder.  Funding for this instrument upgrade 
and re-installation has not been found to date.  
 
In June, the ESRL turbulent flux system and C-band radar were operated on the Ron Brown 
during the WHOI climate reference Northwest Tropical Atlantic Station (NTAS) buoy near 15N, 
51W.  These observations are in collaboration with Al Plueddemann at WHOI.  

 
In July, the ESRL roving flux standard was deployed on the R/V Kilo Moana on the WHOTS 
cruise in the vicinity of the Hawaii Ocean Timeseries Station (HOT) near 23N, 158W for the 
annual maintenance of the WHOI climate reference buoy at this location.  This calibration was 
performed in collaboration with Al Plueddemann at WHOI and the University of Hawaii.  A 
report is being developed from this deployment.  Prior to the summer cruises, an intercalibration 
was performed on the ESRL Eppley and Kipp and Zonen infrared and visible broadband 
radiometers. 

ftp://ftp.etl.noaa.gov/et6/cruises
http://www.eol.ucar.edu/projects/vocals/
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In early 2008, ESRL coordinated with the USCG icebreaker R/V Healy with the roving flux 
standard.  Based in part on consultation with ESRL, the Healy crew installed a new instrument 
suite to make significant improvement to their observational systems.  A report on this activity is 
in development. 
 
We continue our cooperation with Dr. Huai-Min Zhang of NOAA NCDC on the SURFA project 
(http://www.ncdc.noaa.gov/oa/rsad/air-sea/surfa.html ).  The SURFA project is in an formative 
phase, and ESRL has downloaded surface flux fields from the ECMWF and the German DWD 
operational global forecast models and has begun the process of evaluating the data sets.  During 
the next year, we will continue the data evaluation and formulate the process of comparison with 
in situ data.  An example of this investigation is shown in the Figure below. 
 
In the Spring of 2008, ESRL deployed the roving flux standard on the WHOI R/V Knorr for the 
ICEALOT cruise (http://saga.pmel.noaa.gov/Field/icealot/).  This was the first deployment of the 
roving flux standard for intercomparison on a UNOLS vessel.  The data have been archived on 
the ESRL website (http://www.esrl.noaa.gov/psd/psd3/cruises/) and the report is in the final 
stages of preparation. 
 
Construction of the High Resolution Climate Observations website continues.  A handbook for 
ship-based flux measurements has been developed, and it is entitled “A Guide to Making 
Climate Quality Meteorological and Flux Measurements at Sea” by Frank Bradley and 
Christopher Fairall (find it at http://www.esrl.noaa.gov/psd/psd3/wgsf/). We have updated our 
ship data base so that all cruises through 2008 are publicly available and this process will 
continue with future cruises.  Joint analysis projects with WHOI and PMEL will continue as 
well. 
 
Of significance to this project is the white paper synthesis of air-sea transfer coefficients 
presented at the OceanObs‘09 conference in Venice in September (“Observations to quantify air-
sea fluxes and their role in climate variability and predictability” by C. Fairall and 17 others).  
This document outlines the direct observations which have led to the development of improved 
air-sea transfer parameterizations and outlines strategic directions for further observational 
systems for improved climatic prediction.  A review paper (Bourassa et al., 2009) prepared by 
the WCRP High Latitude Flux Working Group was also submitted to the Bulletin of the 
American Meteorological Society. 
 
The PI of this project has been chair the WCRP Working Group on Surface Fluxes (WGSF) 
since 2003.    He also serves on the International Geophysical Union International Climate 
Dynamics and Meteorology Working Group A (Boundary Layers and Air-Sea Interaction).  In 
2004 he was invited to join the SOLAS Focus 2 (air-sea flux physics) Working Group to develop 
the Surface Ocean-Lower Atmosphere Study (SOLAS) International Implementation Plan and 
has been named to the US SOLAS Advisory Group.  In 2008 he joined the CLIVAR High 
Latitude Flux Working Group (http://www.usclivar.org/hlat.php ).  He was awarded the 2009 
Sverdrup Gold Medal by the American Meteorological Society for outstanding contributions to 

http://www.ncdc.noaa.gov/oa/rsad/air-sea/surfa.html
http://saga.pmel.noaa.gov/Field/icealot/
http://www.esrl.noaa.gov/psd/psd3/cruises/
http://www.esrl.noaa.gov/psd/psd3/wgsf/
http://www.usclivar.org/hlat.php


the scientific knowledge of interactions between the oceans and the atmosphere. 
 
4. Outreach And Education 
 
Outreach efforts during the reporting period center on educational contacts through the 
University of Colorado CIRES Outreach program and the NOAA Teacher-at-Sea program.   In 
mid-2009, the PI and other members of the ESRL Air-Sea Interaction Group participated in a 
summer workshop coordinated by the CIRES Outreach Office.  The workshop focused on 
assisting local earth science K-12 teachers to understand the role of the world’s oceans on 
climate, and a number of ESRL scientists presented lectures for the teachers 
(http://cires.colorado.edu/education/k12/cosee/).  We also hosted a NOAA Teacher-in-the 
Laboratory; D. Stanitski spent three weeks working on calibration and comparisons of radiataive 
flux sensors including participating in the WHOTS cruise in July. 
 
5. Publications   
 
De Szoeke, S.P., C.W. Fairall, and S. Pezoa, 2009: Ship observations of the tropical Pacific 

Ocean along the coast of South America.  J. Clim., 22, 458-464. 
 
Ghate, Virendra P., Bruce A. Albrecht, Christopher W. Fairall and  Robert A. Weller, 2009: 

Climatology of marine stratocumulus cloud fraction in the South-East Pacific using surface 
longwave radiative flux observations.  J. Clim., 22, 5527-5540. 

 
DeSzoeke, Simon P., C. W. Fairall, D.E. Wolfe,  L. Bariteau, and P. Zuidema 2009: Surface flux 

observations in the southeastern tropical Pacific and attribution of SST errors in coupled 
ocean-atmosphere models.  J. Clim., to appear. 

 
Bourassa, M.,  S. Gille, C. Bitz, D. Carlson, I. Cerovecki, M. Cronin, W. Drennan, C. Fairall, R. 

Hoffman, G. Magnusdottir, R. Pinker, I. Renfrew, M. Serreze, K. Speer, L. Talley, and G. 
Wick, 2009:  High-Latitude ocean and sea ice surface fluxes: Requirements and challenges 
for climate research.  Bull. Am. Met. Soc., submitted. 

 
Conferences    
 
The 89th American Meteorological Society Annual Meeting, Phoenix, AZ, 10-16 January, 2009.  

Paper presented: Comparisons and Contrasts of Recent Shipboard Observations of Turbulent 
Momentum and Heat Fluxes.  J.E. Hare, C.W. Fairall, A.A. Grachev, L. Bariteau, D.E. 
Wolfe, S. Pezoa.  http://ams.confex.com/ams/89annual/techprogram/paper_145760.htm  

 
OceanObs09, Venice, Italy, 21-25 September, 2009.   Community White Paper: Observations to 

Quantify Air-Sea Fluxes and Their Role in Climate Variability and Predictability.   
C. W. Fairall,  and 18 coauthors.  http://www.oceanobs09.net/blog/?p=73  

 
OceanObs09, Venice, Italy, 21-25 September, 2009.   Plenary Talk and White Paper: Surface 

Fluxes and Processes Including Sea ice.  S. Gulev and 16 coauthors. 
http://www.oceanobs09.net/blog/?p=926  

http://cires.colorado.edu/education/k12/cosee/
http://ams.confex.com/ams/89annual/techprogram/paper_145760.htm
http://www.oceanobs09.net/blog/?p=73
http://www.oceanobs09.net/blog/?p=926
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Figure 1.  Time series sea and air temperature intercomparisons of two global NWP models 

(ECMWF=green; ECMWF with warm layer module=magenta; German DWD=blue) 
available from SURFA with in-situ Stratus buoy measurements (Stratus=red).  The 
WHOI reference buoy is located at 20S 85W.  Note the general cold bias of the model 
air and water temperatures, but also note that the new ECMWF surface algorithm 
(magenta) does accurately portray the surface diurnal warm layer behavior.  Synoptic 
events that show up as drops in the observed air temperatures (e.g., between day 291-
294) have some correspondence in the models.  The amplitude of the synoptic variation 
in the models appears to be too large. 
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1. Abstract 
 
This project seeks to continuously monitor two important components of the 
thermohaline circulation in the Subtropical North Atlantic with the ultimate goal of 
determining the state of the overturning circulation and providing a monitoring system 
for rapid climate change.  The components include the northward flowing Florida Current 
and the southward flowing Deep Western Boundary Current.  The Florida Current is the 
warm surface intensified flow that represents the bulk of what we call the upper limb of 
the thermohaline circulation in the subtropical Atlantic.  As the Florida Current flows 
northward, where it become the Gulf Stream, it loses heat to the atmosphere until in the 
subpolar North Atlantic it becomes cold enough to sink towards the ocean bottom.  This 
cold deep water then returns southward along the eastern continental slope as the Deep 
Western Boundary Current, completing the circuit of the overturning circulation.  
Components of the observing system include continuous real-time cable measurements of 
Gulf Stream transport, cable calibration cruises including eight to ten small boat 
dropsonde cruises, quarterly Walton Smith CTD/LADCP cruises, annual full depth 
hydrographic CTD/LADCP cruises across the Deep Western Boundary Current and 
beginning in 2004 continuous moored measurements of the deep transports using PIES. 
 
2. Project Summary 
 
The Western Boundary Time Series project represents NOAA’s longest term observing 
system for the Atlantic Meridional Overturning Circulation (MOC).  Over the past 20+ 
years the program has worked to measure both the warm upper and cold lower limbs of 
the MOC near the western boundary of the Atlantic Ocean at 27N. Within the North 
Atlantic, the MOC consists primarily of two western boundary components:  the 
northward flowing Gulf Stream and the southward flowing Deep Western Boundary 



Current.  The Gulf Stream is the strong surface intensified flow along the east coast of the 
United States that brings warms waters of tropical origin along the eastern seaboard of 
the United States.  The Gulf Stream also brings with it carbon, nutrients and tropical fish.  
It supplies warm waters along the coast that impact a multitude of important climate 
phenomena including hurricane intensification, winter storm formation and moderate 
European weather.  The Gulf Stream represents the bulk of what we call the upper limb 
of the thermohaline circulation in the subtropical Atlantic, in addition to a strong wind-
driven flow.  As the Gulf Stream flows northward, it loses heat to the atmosphere until 
eventually in the subpolar North Atlantic some of it becomes cold enough to sink to the 
bottom of the ocean.  This cold deep water then returns southward along the continental 
slope of the eastern United States as the Deep Western Boundary Current, completing the 
circuit of the overturning circulation.  It is this overturning circulation that is thought to 
have profound effects on climate and its strength, variability and forcing are major 
uncertainties in IPCC class climate model simulations. 
 
Off the coast of Florida, the Gulf Stream is referred to as the Florida Current and is 
fortuitously confined within the limited geographic channel between Florida and the 
Bahamas Islands, thus making a long-term observing system cost effective and 
sustainable.  Similarly, the Deep Western Boundary Current is located within several 
hundred miles to the east of the Abaco Island, Grand Bahamas.  The convenient geometry 
of the Bahamas Island chain thus allows an effective choke point for establishing a long 
term monitoring program of this deep limb of the overturning circulation. 
 
The Western Boundary Time Series project consists of two main elements, each of which 
is broken into several sub-elements:   
 
Element 1   –  Observe and quantify the Florida Current transport and water property  

variability 
 Florida Current transport time-series variability is monitored using an out-of-service 

phone cable instrumented with a voltage recording system. In addition a backup 
system for the current cable is being tested:  this system includes two pressure gauges 
and a central inverted echosounder mooring (IES).  

 Florida Current transport snapshot variability and the calibration and continuity of the 
cable system are monitored using dropsonde/XBT cruises up to 10 times per year 
(this data is also used by the SOOP program for analysis of the data from the AX7 
line).  

 Florida Current transport and water mass snapshot variability are also monitored by 
CTD/LADCP sections each year that are also used for cable calibration (this data is 
also used for SOOP – AX7 analysis).  This data has the added benefit that it provides 
for detailed vertical structure of the Florida Current coincident with temperature, 
salinity and oxygen measurements and hence can provide estimates of property fluxes 
beyond just transport. 

 
Element 2   –  Observe and quantify the Antilles and Deep Western Boundary Current  

transport and property variability 
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 Antilles and Deep Western Boundary Current transport and water mass snapshot 
variability are monitored by annual CTD/LADCP cruises.  

 Antilles and Deep Western Boundary Current transport time-series variability is 
monitored using a line of five PIES/CPIES moorings.  
 

The observations carried out at NOAA/AOML and the newly NSF funded moored time 
series observations east of Abaco Island, Grand Bahams are intended to serve three 
primary purposes for climate variability studies: 
1. Monitoring of the DWBC for watermass and transport signatures related to changes 

in the strengths and regions of high latitude water mass formation in the North 
Atlantic. 

2. Providing the western boundary endpoint of a subtropical Meridional Overturning 
Circulation and heat transport monitoring array designed to measure the thermohaline 
overturning circulation at 26.5 N and the time varying meridional heat transport. 

3. Monitoring the intensity of the Florida Current and the Antilles current as an index of 
interannual variability in the strength of the subtropical gyre. 
 

Primary users of the data collected in this program are largely the international scientific 
community, of which some small indicator of its impact includes the more than 25 
research scientists from more than 16 different institutions and 6 countries that have 
subscribed to the real-time email update distribution list.  This is only a small subset of 
the research community that uses this data that has been endorsed by many national and 
international science panels including US Clivar, International Clivar, Oceansites, 
OceanObs 2009 etc.  While direct 
assimilation of transport information 
into operational models is not 
routinely possible, modeling and 
analysis products regularly make use 
of these data as benchmarks for 
model fidelity.  Due to the 
longstanding nature of this program, 
a large international program was 
started in 2004 in collaboration with 
the U.S. National Science 
Foundation, the U.K. Rapid Watch 
Program and Germany to measure 
the remaining components of the 
MOC circulation not included in 
NOAA’s long-standing program. Figure 1:  Summary locations of continuous time series 

components of the Western Boundary Time Series 
Program.  

3. Scientific Accomplishments 
 
This project consists of two components to monitor the western boundary currents in the 
subtropical Atlantic:  Element 1: Real-time Florida Current transport measurements using 
a submarine telephone cable and calibration cruises, Element 2:  Deep Western Boundary 
Current water property measurements using dedicated research ship time and quasi-real-
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time transport monitoring using moored instruments.   Detailed accomplishments of each 
of these Elements are outlined below. 
 
Element 1: Continuous Transport measurements of the Florida Current 
The project maintains NOAA's well-established and climatically significant Florida 
Current volume transport time series.  Over 25 years of daily mean voltage-derived 
transports have been obtained for the Florida Current using out-of-service and in-use 
cables spanning the Straits of Florida. The cable voltages can be converted to physically 
meaningful transport estimates i.e., intensity of the flow, using electromagnetic induction 
theory.  These transport measurements contain interannual and decadal changes on the 
order of 10% of the long-term mean transport, and during some periods the decadal 
changes track the North Atlantic Oscillation Index.  The strong correlation of Florida 
Current transport variability with the North Atlantic Oscillation during some time 
periods, and by 
extension with the 
large-scale sea-surface 
temperature patterns 
associated with the 
North Atlantic 
Oscillation, suggests 
connections to tropical 
Atlantic variability on 
climatically significant 
time scales.  These 
strong correlations also 
link the Florida Current 
transport with the 
numerous significant 
weather and climate 
phenomena that are 
related through large-
scale ocean-atmosphere 
patterns in the Atlantic, 
including decadal and 
inter-decadal variations 
in fisheries, rainfall, and 
hurricane activity. 

ooooooooo

Figure 2: Location of submarine telephone cables (solid black) 
and nine stations (red) occupied during calibration cruises. 

 
Funding provides for continuous collection of cable voltages (each minute) and 
automated removal of geomagnetic noise.  In addition to the cable measurements, regular 
calibration cruises are required for this project's success that include four 2-3 day small 
charter boat calibration cruises on the R/V F. G. WALTON SMITH each year and 10 
one-day charters onboard small fishing vessels, provided sufficient ship-time is available. 
 
The cable transport recording instruments are located at Eight Mile Rock, Grand 
Bahamas Island.  At Eight Mile Rock and in West Palm Beach, Florida, electrode 
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equipment is in place, securing a stable reference voltage (i.e. grounds) at either end of 
the submerged telephone cable.  The monitored cable can be seen in Figure 2, stretching 
across the Florida Straits.  Data acquisition has continued using the cable during FY09; 
during this FY there were no data losses from the voltage recording system, highlighting 
the continued success of the stable system of processing and quality control for both the 
calibration section data and the cable transport data implemented in FY05. Cable voltages 
are recorded every minute, and are post processed to form each daily transport estimate.  
Table 1 below shows the number of hourly averaged voltage measurements over the past 
five years. 
 
 
FY 2009 FY 2008 FY 2007 FY 2006 FY 2005 
100% Return 93% Return 100% Return 98% Return 88% Return 

Table 1:  Data return from continuous cable voltages  (% Return based on the maximum 
number of days possible in one year: e.g. 365 for non-leap years and 366 for leap years 
like 2004). 
 
 
 
 
Utilizing both AOML Base 
funds and OCO funds, in 
July 2008 a set of moored 
instruments was deployed 
to test combinations of 
different of equipment that 
could be used to monitor 
the transport of the Florida 
Current continuously in 
case of a future failure of 
the real-time cable system. 
Two new pressure gauges 
were deployed in shallow 
water at the edges of the 
Straits while two 1980s-era 
IES moorings, and one 
1980s-era PIES mooring 
were deployed (Figure 3). 
These instruments were 
recovered for the first time 
in June 2009 – one IES mooring failed to respond and is believed to be flooded and lost.  
The pressure gauges were downloaded and redeployed with fresh batteries, while the 
remaining IES and PIES moorings were returned to the lab for data download.  This data 
will be evaluated to determine whether this combination of instruments can reproduce the 
measurements made via the cable. 

        Figure 3: Locations of new moored instruments being tested as    
        possible replacement systems for measuring Florida Current    
        transport.  Also shown are the locations of the standard       
       CTD/LADCP and dropsonde/XBT sites used in the Florida Straits.
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Planned 
Cruise 

FY 2009 FY 2008 FY 2007 FY 2006 FY 2005 

1 2-Oct-2008 4-Oct-20071 13-Dec-2006 11-Nov-2005 19-Nov-2004 
dropsonde 
lost 

2 9-Oct-2008 6-Nov-2007 15-Dec-2006 17-Nov-2005 29-Nov-2004 
3 5-Dec-2008 28-Nov-2007 29-Mar-2007 2-Feb-2006 17-Feb-2005 
4 30-Dec-2008 

section 
incomplete 
due to bad 
weather 

7-Dec-2007 19-Jun-2007 14-Mar-2006 24-Feb-2005 
section 
incomplete 
due to bad 
weather 

5 13-Feb-2009 23-Jan-2008 10-Jul-2007 27-Mar-2006 18-May-2005 

6 17-Mar-2009 29-Jan-2008 5-Sep-2007, 
dropsonde 
electronics 
problems 

22-Jun-2006 21-Jun-2005 
dropsonde 
lost 

7 12-Jun-2009 22-Apr-2008 27-Sep-2007 30-Jun-2006 31-Aug-2005 
8 15-Jul-2009 7-May-2008 Postponed to 

early FY08 due 
to weather 

20-Jul-2006  

9 10-Sep-2009 10-Jul-2008 
dropsonde 
lost 

 15-Sep-2006  

10 23-Sep-2009 14-Jul-2008    
  90% 

successful 
90% 
successful 

87.5% 
successful 

100% 
successful 

50% 
successful2 

Table 2:  Cruise dates for 1-day small boat calibration cruises using dropsonde 
instrument. 
 
Small charter boat calibration trips: 
A total of ten 1-day surveys were conducted using a dropsonde profiler (on one cruise the 
section was incomplete after the weather deteriorated and the cruise had to be aborted).  
Measurements are taken at nine stations along 27ºN (same locations as the CTD sites 
shown in Figure 3) and include vertically averaged horizontal velocity, surface velocity 
and expendable temperature probes (XBTs).  The cruise dates are shown in Table 2.  
Over the course of the year our engineering staff has been designing a new generation of 
dropsonde and we are testing the final components during the most recent cruises. This 
new generation of dropsonde includes a portable CTD capable of measuring pressure, 
salinity and temperature.  Development of this new generation of dropsonde, and 
replacements that have been made for losses of older style dropsondes, have been 
covered using largely AOML Base funds although some funds were provided via an 
Add-Task near the end of FY09.  
                                                 
1 Carry-over cruise from FY07 that had been postponed due to weather/scheduling isues.   
2 Final cruise postponed to next fiscal year due to weather/scheduling issues. Two dropsonde instruments 
were lost due to equipment malfunctions.  One cruise was only partially completed due to weather. 



 
Full Water Column calibration cruises:  
Two-to-three day cruises on RV Walton Smith are generally scheduled four times per 
year.  Sufficient ship-time funds for only one of the cruises were provided by the charter 
ship fund in FY09, however additional funding was provided by OCO to replace the 
missing funds.  All cruises include nine stations with full water column CTD, lowered 
ADCP, and continuous shipboard ADCP.  The station locations are shown in Figures 2 
and 3.  Table 3 below includes the cruise dates and number of water samples taken for 
oxygen concentration (O2) and salinity (S). 
 
FY2009 FY2008 FY2007 FY 2006 FY 2005 

Date Samples Date Samples Date Samples Date Samples Date Samples 
Dec 11-12,
2008 

 60 O2, 48 S Dec 19-20, 
2007 

60 O2, 48 
S 

Dec 13-14,
2006 

 60 O2, 48 
S 

Dec 14-16, 
2005 

60 O2, 48 
S 

Dec 3-4, 
2004 

58 O2, 44 
S 

Feb 23-24,
2009 

 60 O2, 48 S Jul 7-9, 2007 60 O2, 48 
S 

Jun 28-29,
2007 

 60 O2, 48 
S 

Jan 29-31, 
2006 

60 O2, 48 
S 

Jun 3-4,
2005 

 58 O2, 45 
S 

 Jun 15-17, 
2009 

 60 O2, 48 S     Oct 4-5, 
2007 

60 O2, 48 
S 

Jun 25-27, 
2006 

60 O2, 48 
S 

Jul 11-12,
2005 

 58 O2, 45 
S 

 Sep 10-11, 
2009 

 60 O2, 48 S         Sep 18-19, 
2006 

68 O2, 48 
S 

Nov 20-23,
2005 

 60 O2, 48 
S 

100% of planned cruises 50% of planned cruises 75% of planned cruises 100% of planned 
cruises 

100% of planned 
cruises 

 
Table 3:  Cruise dates for 2-3 day calibration cruises on the R/V Walton Smith.  Note FY2005: 
The last cruise planned for in FY 2005 was postponed for early FY 2006.  Note FY 2007:  Only 
three cruises were completed due to lack of ship-time charter funds. Note:  FY2008 Only one 
two-day cruise was planned in FY2008 due to lack of ship-time charter funds; a second three-day 
cruise was done using sea-days donated by a related program at U. Miami.   
 
Element 2: Deep Western Boundary Current Time Series 
Over the past 20+ years a variety of snapshot sections and time series mooring arrays 
have been placed along the continental slope east of Abaco Island, Grand Bahamas, in 
order to monitor variability of the transport carried by the Deep Western Boundary 
Current.  The Abaco time series began in August 1984 when the NOAA Subtropical 
Atlantic Climate Studies Program extended its Straits of Florida program to include 
measurements of western boundary current transports and water mass properties east of 
Abaco Island, Grand Bahamas.  Since 1984, more than 20 hydrographic sections have 
been completed east of Abaco, most including direct velocity observations, and salinity 
and oxygen bottle samples.  Many sections have also included measurements of carbon, 
chlorofluorocarbon, and other water mass tracers.   
 
The repeated hydrographic and tracer sampling at Abaco has established a high-
resolution, high quality record of water mass properties in the Deep Western Boundary 
Current at 26.5ºN. Events such as the intense convection period in the Labrador Sea and 
the renewal of classical Labrador Sea Water in the 1980s are clearly reflected in the 
cooling and freshening of the Deep Western Boundary Current waters off Abaco with the 
arrival of a strong chlorofluorocarbon pulse approximately 10 years later. This data set is 
unique in that it is not a single time series site but in instead a time series of transport 
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sections, including high quality water property measurements, of which very few are 
available in the ocean that approach even one decade in length. This element includes 
annual cruises across the DWBC to measure the water mass properties and transports.  
With the cooperation of University of Miami researchers (Drs. Johns and Beal) and 
funding from the National Science Foundation for the Meridional Overturning 
Circulation and Heat transport Array (MOCHA), and sharing of personnel and ship-time 
resources, these cruises have been conducted twice each year since 2004.  This level of 
sampling will continue through 2014. 
 
Also starting in 2004, a new component was added to the project consisting of a low-cost 
monitoring system that provides a daily time-series of the magnitude of the Deep 
Western Boundary Current mass transport in quasi-real-time (downloaded to research 
ships twice each year).  This new monitoring system includes a moored array of Inverted 
Echo Sounders (IESs), and each instrument is additionally equipped with a bottom 
pressure gauge (PIES) and in one case a bottom current meter (CPIES).  The line of 
PIES/CPIES moorings stretches across the shallow northward flowing Antilles Current as 
well as the southward flowing Deep Western Boundary Current.  The IES monitoring 
system will also be compared to a series of measurement systems that have been 
deployed as part of an interagency and international partnership that is testing a variety of 
low cost methods for observing the complete meridional overturning circulation cell at 
26.5ºN in the Atlantic (e.g. MOCHA and the United Kingdom’s Rapid Climate Change 
Program).   
 
The Western Boundary Time Series project is one component of the NOAA  “Ocean 
Reference Station” system in the Atlantic Ocean, and it specifically addresses the NOAA 
climate goals by providing long term integrated measures of the global thermohaline 
(overturning) circulation.  This project is designed to deliver yearly estimates of the state 
of the thermohaline circulation, i.e. its intensity, properties, and heat transport.  Heat and 
carbon generally are released to the atmosphere in regions of the ocean far distant from 
where they enter.  Monitoring the transport within the ocean is a central element of 
documenting the overturning circulation of fresh water, heat and carbon uptake and 
release. Long-term monitoring of key choke points, such as the boundary currents along 
the continents including the Gulf Stream and the Deep Western Boundary Current, will 
provide a measurement of the primary routes of ocean heat, carbon, and fresh water 
transport and hence include the bulk of the Meridional Overturning Circulation. 
 
Two cruises involving full-water-column CTD, lowered ADCP, and shipboard ADCP 
were planned during FY09 within the Florida Straits and east of Abaco Island, Bahamas.  
At each station, a package consisting of a Seabird Electronics Model 9/11+ CTD O2 
system, an RDI 150 kHz Workhorse Lowered Acoustic Doppler Current Profiler, a RDI 
300 kHz Workhorse Lowered Acoustic Doppler Current Profiler, and 23 10-liter Niskin 
bottles, was to be lowered to the bottom.  This provides profiles of velocity, pressure, 
salinity (conductivity), temperature, and dissolved oxygen concentration.  Water samples 
were collected at various depths and analyzed for salinity and oxygen concentration to 
aid with CTD calibration.   
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The first hydrographic cruise this year took place on the NOAA Ship Ronald H. Brown 
during Apr. 16-May 5.  The second cruise was delayed into early FY09 (Nov. 21-Dec. 6) 
due to ship availability – the ship being used is the United Kingdom RRS Discovery as 
part of a ship-resource sharing agreement with the associated RAPID-MOCHA program.  
The stations were (will be) occupied at the locations shown in Figure 4.  Table 4 lists the 
cruise dates and bottle samples taken compared to previous years.   
 
Also listed in Table 4 are the operations completed at the inverted echo sounder mooring 
sites during the one completed cruise.  One PIES instrument failed to communicate 
and/or respond to commands during the April-May cruise, and an attempted emergency  
recovery failed.  As a spare modern PIES was not available (funding for this arrived in 
late FY09 via an Add-Task) an old IES mooring was deployed at the site to minimize 
data loss as much as possible.  If successfully recovered this old IES will provide travel 
time measurements but not bottom pressure measurements.  This highlights the need for 
spare instruments, funding for which was also provided via a FY09 Add-Task.   
 
FY Date Stations Bottle Samples Comments 
2009 Apr, 2009 60 1112 O2, 1156 S Telemetry data from three PIES and 

one CPIES was collected.  One PIES 
was lost 

2008 Sep, 2008 17 105 O2, 174 S Telemetry data collected from one 
PIES and one CPIES, three PIES 
were deployed, three PIES and one 
IES were recovered, one PIES and 
one IES were lost 

2008 Apr, 2008 45 400 O2, 634 S Telemetry data collected from four 
PIES/CPIES, and one PIES was 
recovered 

2007 Sep, 2007 48 737 O2, 706 S Telemetry data collected from five 
PIES/CPIES 

2007 Mar, 2007 74 1092 O2, 1135 S Telemetry data collected from five 
PIES/CPIES 

2006 Sep, 2006 42 465 O2, 568 S 2 IES recovered, 1 IES lost (but data 
retrieved via telemetry), 7 IES 
deployed, and data retrieved via 
telemetry from 2 IES 

2006 Mar, 2006 72 921 O2, 943 S, 
391 nut., 506 
DOC/TOC, 80 
DIC, 40 TALK 

2 IES recovered, 2 IES deployed, 
data from 3 IES recovered via 
acoustic telemetry 

2005 Sep, 2005 53 728 O2, 728 S 1 IES deployed, 2 IESs recovered, 
data from 3 IESs recovered via 
acoustic telemetry 

2005 May, 2005 70 1084 O2, 1180 S 1 IES deployed, data recovered from 
3 IESs via acoustic telemetry 

2004 Sep, 2004 42 634 O2, 629 S 5 IES mooring deployments 
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2003 Feb, 2003 54 844 O2, 843 S 3 IES Mooring recoveries, Short 
Seabeam in Florida Straits 

2002 June 2002 57 924 O2, 924 S Extended Seabeam survey east of 
Abaco Island, SF6 samples. 

2001 April 2001 33 607 O2, 659 S 4 IES mooring deployments 
 
Table 4:  Cruise dates and water samples taken for Large Vessel full water column surveys of the 
Deep Western Boundary Current.  September 2008 cruise was on the R/V Cape Hatteras.  
September 2006 and April 2008 cruises aboard the R/V Seward Johnson and the May 2005 cruise 
aboard the R/V Knorr were with ship time funded by NSF.  April 2001 cruise on the R/V 
Oceanus.  All other cruises were conducted on the NOAA Ship Ronald H. Brown.  Additional 
nutrient and carbon measurements that were taken during the March 2006 cruise were collected 
using base funds.  
 
 

 
Figure 4:  Approximate locations of full water column hydrographic stations sampled on the 
two cruises in FY 2005.  Blue circles denote CTD sites.  Red squares denote PIES moorings and 
the cyan diamond denotes a CPIES mooring.   Stations are repeated in all cruises each year as 
possible.   
 
 
Project web sites:  

http://www.aoml.noaa.gov/phod/floridacurrent/ 
http://www.aoml.noaa.gov/phod/wbts/ 
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Research Highlights: 
 
 Baringer and Meinen (2009) summarized in the State of the Climate Report (BAMS, 

2008, 89(7), s49-s51) results from the first year of this new MOC monitoring array 
that appeared in Science in August (Kanzow et al., 2007, Cunningham et al., 2007).  
The results from the first year of this array indicate a surprising amount of variability 
in the MOC strength.  In fact within one year, all five MOC snapshot values 
estimated by Bryden et al., (2005) between 1957 and 2004 from hydrographic section 
data can be found within the first year of the moored time series data.  These results 
cannot disprove the presence of a long-term trend in the strength of the MOC, but 
they do suggest that a careful error analysis be performed that includes the underlying 
variability of the MOC (the standard deviation of this first year was estimated as 3.1 
Sv3).  Fluctuations in the Florida Current show a clear negative correlation with NAO 
during the 1982-1998 time period (Baringer and Larsen, 2001); however while the 
NAO has been tending to decrease over the past twenty years, the Florida Current 
transport shows no corresponding long-term trend through 2007.  The annual mean 
Florida Current transport observed in 2007 (31.8 Sv) falls only slightly below the 
long term mean of 32.1 Sv, and given the statistical standard error of the mean of 1 
Sv for a year, 2007 cannot be termed as an unusual year in terms of the Florida 
Current transport.  Compared to 2006 (annual mean of 31.3 Sv) the Florida Current 
appears to have increased only slightly.  Note that 2007 shows similar variability to 
previous years and no anomalous events occurred during the year. 

 In another published paper (DiNezio et al., 2008) the long-term variability of the 
Florida Current transport is documented back to the 1980s using modern and 
reanalyzed historical data and this variability is studied in the context of wind stress 
variability over the basin interior. The paper demonstrates that decadal variability of 
the Florida Current is well correlated by wind stress curl variability including 1) the 
wind stress curl over the central part of the basin is dominating the signal and 2) 
baroclinic first mode Rossby wave speeds are twice as fast as linear theory predicts. 

 A paper (Meinen et al 2009) was submitted detailing time scales and structure of 
Florida Current transport variability using the long-term cable data set as well as 
modern and older historical data sets.  It was shown that given the extremely 
energetic high frequency (sub-annual) variability observed in the Florida Current, 
only long-term continuous observations will allow for the evaluation of long-term 
trends or low frequency oscillations.  From 1964 to the present there is no indication 
of a statistically significant trend in Florida Current transport and interannual and 
longer variations represent 10% or less of the total variance.  Furthermore, while a 
plausible mechanism to explain the weak interannual variations has now been 
proposed and evaluated during the 1982-1998, the study of the longer-record from 
1964 to the present suggests that this mechanism is likely only one of several that can 
cause long-period variations in the Florida Current.   

 Data from the Western Boundary Time Series project was combined with data from 
the NSF-funded MOCHA program and the United Kingdom-NERC funded RAPID 
program to produce a paper (submitted to J. Climate) detailing the time variability of 

                                                 
3 Sv is a Sverdrup or 106 m3/s, a unit commonly used for ocean volume transports. 



the basin-wide, full-water-column, MOC over the first 2.5 years of this international 
collaborative program.  Among the key results of this study is that the MOC exhibits 
a significant annual cycle and that the geostrophic component of this annual cycle is 
dominated by variability near the eastern boundary of the basin. 

 Analysis of the first four years of PIES/CPIES data from the array east of Abaco 
Island suggests that the Antilles Current and Deep Western Boundary Current exhibit 
significant high-frequency (sub-annual) variability that will make extracting annual 
and longer time scales challenging.  Preliminary analysis suggests little evidence of a 
significant annual cycle in Antilles Current transport, contrary to earlier current 
meter array data, although it must be stressed that given the short records this may be 
due simply to aliasing of high-frequency noise into the annual climatology.  The 
Deep Western Boundary Current exhibits a more robust annual cycle, with a 
maximum southward transport in summer and a minimum in winter, although this 
signal also is aliasing in strong sub-annual variability.   

 
4. Education and Outreach 
 
The WBTS project has been involved informally with numerous graduate students and 
post-doctoral fellows from the University of Miami and other universities.  For example 
one graduate student, Pedro DiNezio recently had a paper on Florida Current variability 
accepted for publication in the Journal of Physical Oceanography.  Graduate students and 
post-doctoral fellows are encouraged to use this data for theses and papers, although no 
explicit analysis is funded under this proposal.  We have hosted three “Teachers-at-Sea” 
on board our cruises since 2006 and would welcome more participation.  Author Dallas 
Murphy volunteered for our cruises and published a book entitled “To Follow The Sea” 
which sought to explain the importance of the Meridional Overturning Circulation to lay-
science readers.  We have participated in the “Adopt a Drifter” program where three 
schools from around the country adopted two drifters deployed on our cruises.  Dr. M. 
Baringer has given numerous science outreach presentations to area schools. 
 
M. Baringer, Adjunct Associate Faculty, University of Miami, Rosenstiel School of 
Marine and Atmospheric Science, Miami,      2001-present 
M. Baringer, Fellow, Cooperative Institute for Marine and Atmospheric Sciences, 
University of Miami,         2007 – present 
S. Garzoli, Adjunct Associate Faculty, University of Miami, Rosenstiel School of Marine 
and Atmospheric Science, Miami,      1997-present 
S. Garzoli, Fellow, Cooperative Institute for Marine and Atmospheric Sciences, 
University of Miami,         1997 – present 
 
5. Publications and Reports 

5.1. Publications by Principal Investigators 
Longworth, H. R., H. L. Bryden, M. O. Baringer, 2009.  Long-term changes in Atlantic 

meridional baroclinic transport at 26.5ºN from boundary dynamic height 
observations.  Journal of Physical Oceanography, submitted.  
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Kanzow. T., S.A. Cunningham, W.E. Johns, J. J-M. Hirschi, J. Marotzke, M. O. Baringer, 
C.S. Meinen, M. P. Chidichimo, C. Atkinson, L. M. Beal, H. L. Bryden, J. Collins, 
2009.  Seasonal variability of the Atlantic meridional overturning circulation at 
26.5oN. Journal of Climate, submitted. 

 
Meinen, C. S., M. O. Baringer, and R. F. Garcia, 2009.  Florida Current Transport 

Variabilty: An Analysis of Annual and Longer-Periods, J. Geophysical Research, 
submitted. 

 
Cunningham, S., M. Baringer, J. Toole, S. Osterhaus, J. Fischer, A. Piola, E. 

McDonagah, S. Lozier, U. Send, T. Kanzow, J. Marotzke, M. Rhein, S. Garzoli, S. 
Rintoul, S. Speich, S. Wijffels, S. Talley, J. Baehr, C. Meinen, A-M. Treguier and P. 
Lhernminier, 2009.  The present and future system for measuring the Atlantic 
meridional overturning circulation and heat transport, OceanObs’09, submitted. 

 
Fukasawa. M., N. Gruber , M. Hood, G. C. Johnson, C. Sabine, B. Sloyan, K. Stansfield, 

T. Tanhua, M. Aoyama, M. Baringer,  J. Bullister, C. Carlson, H. Cattle, T. 
Chereskin,  S. Cunningham, R. Feely, R. Fine, E. Firing, J. Gould, D. Hansell, D. 
Hydes, W. Jenkins, T. Joyce, I. Kaneko, A. Kozyr, P. Lherminier, T. McDougall, A. 
Macdonald, A. Murata, F. Perez, B. Pfeil, K. Rodgers, S. Smith, R. Steinfeldt, V. 
Stuart, J. Swift, A. Thurnherr, R. Wanninkhof, R. Weller, J. Yoder, 2009.  Ship-based 
Repeat Hydrography:  A Strategy for a sustained Global Program, OceanObs’09, 
submitted. 

 
Dong, S.  S. L. Garzoli, M. O. Baringer, C. S. Meinen, and G. J. Goni, 2009.  The 

Atlantic Meridional Overturning Circulation and its Northward Heat Transport in the 
South Atlantic.  Journal of Geophysical Research Letters, submitted. 

 
Peterson, T. and M. Baringer, Eds., 2009.  State of the Climate 2008, Bull. Amer. Meteor. 

Soc., 90, S1-S196.  
 
Baringer, M. O., and T. Peterson, 2009.  Abstract and Introduction, in State of the 

Climate in 2008, T. Peterson and M. Baringer (eds.), Bulletin of the American 
Meteorological Society, 90, S12-S15. 

 
Baringer, M. O., C. S. Meinen, G. C. Johnson, T. O. Kanzow, S. A. Cunningham, W. E. 

Johns, L. M. Beal, J. J.-M. Hirschi, D. Rayner, H. R. Longworth, H. L. Bryden, and J. 
Marotzke, 2009.  The meridional overturning circulation, in State of the Climate in 
2008, T. Peterson and M. Baringer (eds.), Bulletin of the American Meteorological 
Society, 90, S59-S62. 

 
DiNezio, P. N., L. J. Gramer, W. E. Johns, C. S. Meinen and M. O. Baringer, 2009.  

Observed interannual variability of the Florida Current: wind forcing and the North 
Atlantic Oscillation.  Journal of Physical Oceanography, 39, 3, pp. 721–736, DOI: 
10.1175/2008JPO4001.1. 
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Meinen, C. S., D. S. Luther and M. O. Baringer, 2009.  Structure and transport of the 
Gulf Stream at 68ºW:  Revisiting older data sets with new techniques.  Deep Sea 
Research, 56 (1), 41-60, doi:10.1016/j.dsr.2008.07.010. 

 

5.2. Other Relevant Publications 
 
Abstracts/Meeting Proceedings: 
Meinen, C. S., S. L. Garzoli, M. O. Baringer, and R. F. Garcia,  "Variability of the 

Antilles Current and Deep Western Boundary Current from four years of PIES and 
CPIES data at 26.5°N", 2009. (RAPID Annual Meeting, July 7-9, Edinburgh, United 
Kingdom.) 

 
Cunningham, S., T. Kanzow, J. Hirschi, B. Johns, M. Baringer, C. Meinen,  M.P. 

Chidichimo, C. Atkinson, and J. Collins, "Sub-seasonal to seasonal variability of the 
Atlantic Meridional Overturning Circulation at 26.5N", 2009.  (RAPID Annual 
Meeting, July 7-9, Edinburgh, United Kingdom.) 

 
Johns, W., L. Beal, M. Baringer, T. Kanzow, H. Bryden, S. Cunningham, J. Hirschi, J. 

Marotzke, C. Meinen, and R. Curry," Atlantic Ocean Heat "Transport at 26.5°N from 
the RAPID-MOCHA Array", 2009. (RAPID Annual Meeting, July 7-9, Edinburgh, 
United Kingdom.) 

 
Rayner, D., S. A. Cunningham, H. L. Bryden, W. E. Johns, L. M. Beal, M. O. Baringer, 

and C. S. Meinen, "Status of the RAPID 26.5N Atlantic Meridional overturning 
array", 2009.  (RAPID Annual Meeting, July 7-9, Edinburgh, United Kingdom.) 

 
S. Cunningham, T. Kanzow, W. Johns, J. Hirschi, M. Baringer, C. Meinen, D. Rayner, 

M.-P. Chidichimo, L. Beal, H. Bryden, J. Collins, and J. Marotzke, "Sub-seasonal to 
seasonal variability of the Atlantic Meridional Overturning Circulation at 26.5 N", 
2009. (First U.S. Atlantic Meridional Overturning Circulation Annual Meeting, May 
4-6, Annapolis, Maryland.) 

 
S. Dong, S. Garzoli, M. Baringer, C. Meinen, and G. Goni, "The Atlantic Meridional 

Overturning Circulation and its Northward Heat Transport in the South Atlantic", 
2009.  (First U.S. Atlantic Meridional Overturning Circulation Annual Meeting, May 
4-6, Annapolis, Maryland.) 

 
Meinen, C. S., C. Schmid, G. Goni, M. O. Baringer, R. Lumpkin, and S. L. Garzoli, 

"Contributions of the Global Ocean Observing System - What is the observing system 
telling us about the ocean and how is it helping to improve assimilating models", 
2009.  (2009 AMS Annual Meeting, January 11-16, Phoenix, Arizona.) 

 
Baringer M., "The relationship between heat transport, heat content and net surface heat 

fluxes in the Atlantic Ocean", 2009.  (First U.S. Atlantic Meridional Overturning 
Circulation Annual Meeting, May 4-6, Annapolis, Maryland.) 
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Garzoli S., S. Dong, M. Baringer and Z. Garraffo, "AMOC variability and connectivity in 

the South Atlantic", 2009.  (First U.S. Atlantic Meridional Overturning Circulation 
Annual Meeting, May 4-6, Annapolis, Maryland.) 
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1. Abstract 
 
Variations in the Atlantic Meridional Overturning Circulation (AMOC) have been shown to have 
connections to changes in precipitation and air temperatures over large segments of the northern 
hemisphere.  The US interagency Ocean Research Priorities Plan has designated study of the 
MOC as a key near-term priority, and the US AMOC implementation panel has identified 
improving the observations of the AMOC in the South Atlantic as one of the critical needs to 
better understand AMOC variability.  The NOAA South Atlantic Meridional Overturning 
Circulation (‘SAM’) program began in 2008 as a first step at beginning to measure key AMOC 
flows near the western boundary of the ocean in the South Atlantic.  The program is a 
collaboration between the US, Argentina and Brazil, and a related program underway through 
participation of France and South Africa is making similar measurements along the eastern 
boundary in the South Atlantic.  This year (FY09) represented the start of the field campaign for 
SAM, with moored instruments being deployed in March 2009 and with the first five months of 
data being acoustically downloaded from these moorings in August 2009.  The program is 
planned to move into a more mature phase in FY10 including data processing and quality control 
as well as twice yearly cruises on which the data will be acoustically downloaded (the first cruise 
in FY09 was operated using FY08 funds due to a ship-availability issue).  To date only the most 
basic of data processing and quality control has been done on the data collected in August 2009 
due to insufficient funding (which was always planned to increase in FY10).  With proper 
funding the SAM project will provide daily time series measurements of the transport of the 
western boundary currents at 34.5S, and when combined with the hydrographic observations 
being collected by the Argentine and Brazilian partners it will be possible to monitor variations 
in the key water masses being carried by these flows.   



 
2. Project Summary 
 
In the subtropical South Atlantic the meridional 
overturning circulation (MOC) cell has a number of 
characteristics that distinguish it from the MOC 
circulation in the subtropical North Atlantic.  Unlike 
in the north, where the MOC consists primarily of 
two western boundary components, in the South 
Atlantic the MOC circulation is more widely spread 
across the basin.  Near 34-35S the warm northward 
flowing upper limb is carried in the basin interior 
(via Agulhas Rings) and along the eastern boundary 
(in the Benguela Current), while the cold southward 
limb flows in the Deep Western Boundary Current 
(DWBC), which is located under the southward 
flowing Brazil Current.  This longitudinal spread is 
indicative of the role that the South Atlantic plays as 
both the ‘gateway’ and the ‘mixing pot’ of waters 
exchanged simultaneously with the Indian and 
Pacific Oceans.  Deep waters that are formed in the 
northern North Atlantic must pass through the South Atlantic on their way to the Southern 
Ocean, where they are spread throughout the global ocean.  Warm waters returning to the 
northern North Atlantic from the Indian and Pacific must pass through the South Atlantic and 
mix with those waters on their way northward across the equator.  The importance of monitoring 
the MOC in the South Atlantic resulted in the identification of this need being one of the primary 
recommendations of the US interagency AMOC implementation panel.   

     Figure 1: Locations of the moored instruments.  

 
Recognition of the critical role that the South Atlantic plays in the global MOC cell led in 2008 
to the start of an international program titled ‘South Atlantic MOC’ (or ‘SAM’) to monitor the 
MOC in the South Atlantic near 35S.  Ship availability issues delayed the deployment of the 
US-NOAA led western boundary region instruments from 2008 into 2009, however in March 
2009 with the aid of the Brazilian Naval Hydrographic Service the US-NOAA instruments were 
finally deployed.  Furthermore in August 2009 the first five months of data from the moored 
instruments were acoustically downloaded during a joint cruise between NOAA and the 
Argentine Naval Hydrographic Service.  At present the SAM program is a collaboration between 
scientists from the US (NOAA-AOML), France (U. Brest), South Africa (U. Cape Town), 
Argentina (SHN), and Brazil (FURG & U. Sao Paulo).  The US is providing the instruments for 
the western boundary, Argentina and Brazil are providing the hydrographic expertise and ship 
time for the western boundary, and France is providing the instruments, hydrography for the 
eastern boundary.  This report details the progress made on the NOAA-AOML component of the 
program, which is the monitoring of the southward flows along the western boundary near 35S.   
 
The SAM project is designed to parallel and complement NOAA’s well-established program 
monitoring the MOC in the North Atlantic, the Western Boundary Time Series (WBTS) 
program.  In the WBTS program the components of the MOC are separated by the Bahamian 

 FY2009 Annual Report: SAM – South Atlantic Meridional Overturning Circulation  Page 2 of 6 



island chain, with the warm upper limb flowing through the Straits of Florida where it is 
monitored via cable and hydrography, and the cold lower limb flows outside the Bahamas 
Islands on the continental slope where it is monitored via a combination of moored instruments 
and hydrography.  In the SAM area the meridional flows near the western boundary are all 
located along the continental slope and they can be monitored using a single line of moored 
instruments coupled with hydrographic observations.  The SAM array presently consists of four 
moored instruments: three inverted echo sounders equipped with pressure sensors (PIES), and 
one inverted echo sounder equipped with both a pressure sensor and a single-depth acoustic 
current meter (CPIES).  Work in the WBTS project has demonstrated that this combination of 
instruments is capable of quantifying the upper and deep layer transports.  This initial SAM 
deployment represents a test of the array locations and the start of a long-term monitoring 
program for the MOC in the South Atlantic.   
 
The time series observations in SAM are seen as serving three main purposes for climate 
variability studies: 

 Monitoring of the DWBC for water mass and transport signatures related to changes in 
the strengths and formation regions of high latitude water masses in the North Atlantic 
for the ultimate purpose of assessing rapid climate change. 

 Serving as a western boundary endpoint of a nascent international MOC monitoring 
system designed to measure the basin-wide meridional flows across the South Atlantic 
Ocean near 35S. 

 Quantifying how variations in the MOC propagate meridionally between the North and 
South Atlantic through comparison with the WBTS results. 

 
The South Atlantic Meridional Overturning Circulation (SAM) project has now become one of 
the newest components of the NOAA  “Ocean Reference Station” system in the Atlantic Ocean.  
It specifically addresses the NOAA climate goals by providing long-term, integrated, measures 
of the global thermohaline (overturning) circulation.  This project is designed to deliver yearly 
estimates of the state of the thermohaline circulation, i.e. its intensity, properties, and heat 
transport.  Heat and carbon generally are released to the atmosphere in regions of the ocean far 
distant from where they enter.  Monitoring the transport within the ocean is a central element of 
documenting the overturning circulation of fresh water, heat and carbon uptake and release. 
Long-term monitoring of key locations will provide a measurement of the primary routes of 
ocean heat, carbon, and fresh water transport and hence include the bulk of the Meridional 
Overturning Circulation.  Measurements from the SAM project will provide critical records for 
use in validation and evaluation of the numerical climate models that are and will be used in the 
future for informing governments and agencies on climate change and planning.   
 
3. Scientific Accomplishments 
 
This program began in FY08, although ship availability issues delayed the initial deployment of 
the moored instruments into FY09.  The PIES/CPIES were originally planned for deployment 
during a September-October 2008 cruise onboard the Argentine research vessel SHN Puerto 
Deseado – unfortunately before the cruise could take place the Argentine research vessel 
suffered an unexpected problem and the planned cruise with that ship had to be cancelled.  
Negotiations immediately started with the Brazilian collaborators and a replacement cruise was 
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completed in March 2009 onboard the Brazilian Navy research vessel NH Cruzeiro do Sul.  
Real-time data collection from subsurface moorings is not yet technologically possible, however 
a key component of the SAM project is that it is possible to collect the daily average data from 
the moorings via acoustic telemetry from a nearby research vessel without needing to recover, 
download, and redeploy the instruments.  The program completed the first acoustic download of 
the data in August 2009 aboard the Argentine research vessel SHN Puerto Deseado.  The 
download was very successful, particularly because this was the very first attempt at doing 
acoustic downloads from this vessel, although bad weather and high seas resulted in one of the 
downloads missing roughly the first month of the record.  The complete record for this site, 
including the missing segment, will be downloaded during the first FY10 cruise.  Another critical 
aspect of the SAM program is that these joint research cruises aboard the Brazilian and 
Argentine research vessels are primarily funded by their home governments; NOAA covers only 
the cost of the fuel for these short cruises.  This aspect of the program has now been successfully 
tested with each country, and it represents a very significant cost savings to NOAA versus 
requiring ship time on a NOAA vessel in the South Atlantic.    
 
Research highlights 
 
The first time-series data from the SAM project was collected in August 2009.  These data have 
not been fully processed or subjected to quality control because those aspects of the program 
have long been planned to begin receiving funding in FY10.  However a basic initial evaluation 
of the data is already indicating strong variability at a range of time scales over the first five 
months of the record.  The baroclinic signals, which can be visualized by reviewing the four 
travel time records (Figure 2, left), demonstrate 5+ msec signals at time scales ranging from a 
few days (e.g. Site C in early June) to two months (e.g. Site D in mid-June to mid-August).  The 
barotropic (bottom velocity) signals, determined either from the current meter on the CPIES or 
via differences between the deep bottom pressure gauges, also demonstrate energetic signals at 
time scales ranging from days to a few months (Figure 2, right).  This suggests that the mooring 
locations are certainly within the strong western boundary current regime, however significant 
additional processing and quality control is still required to determine just how well the initial 
array design is capturing both the Brazil Current and the DWBC.  At the FY09 funding level for 
the program this processing and quality control is not possible.   
 
The raw data from these moored instruments is presently maintained at NOAA-AOML and is not 
served on the GTS system (without processing and quality control this data would not be 
generally useful).  Without appropriate funding it will be possible to continue collecting data but 
it will not be possible to process the raw data into meaningful estimates of ocean transport.   
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Figure 2: Preliminary time series from the moored SAM instruments.  Left: Travel time 
variability (time mean removed) from the four instruments, with the instrument identified in the 
legend – see Figure 1 for locations of each instrument.  Right: Bottom velocity variability from 
the direct current meter on the CPIES at Site B (right top) and from the geostrophic velocity 
estimated between the pairs of the bottom pressure records from Site B and C (right middle) and 
from Sites C and D (right bottom).  Note: Brackets <> indicate that these bottom velocities have 
been normalized by removing a mean and dividing by their standard deviation, and hence are 
unit-less.   
 
 
4. Education and Outreach 
 
The SAM program is just in its beginning stages, so the degree of education and outreach that the 
program will ultimately be able to attain has not yet been reached.  However, opportunities to 
train young scientists are already underway, with a Brazilian postdoctoral fellow participating in 
the March 2009 deployment cruise and with five graduate students (2 Argentines and 3 
Brazilians) participating in the August 2009 data download cruise.  The program will continue to 
provide opportunities for students and postdoctoral fellows to participate in research cruises, and 
should funding opportunities become available there will be options for media involvement in 
the cruises as well.   
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5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

As SAM is a very new program, with the first data collected in August 2009, there are not yet 
many publications relating to the project.  There have been, however, several related papers 
published this year:   

 
Dong, S., S. L. Garzoli, M. O. Baringer, C. S. Meinen, and G. J. Goni, "Interannual Variations in 

the Atlantic Meridional Overturning Circulation and its Relationship with the Net Northward 
Heat Transport in the South Atlantic", Geophys. Res. Lett., 36(20):L20606, 
doi:10.1029/2009GL039356, 2009.   

 
Dong. S. Silvia L. Garzoli, and Molly Baringer, “An Assessment of the Seasonal Mixed-Layer 

Salinity Budget in the Southern Ocean”,  J. Phys. Oceanogr., in press, 2009. 
 
 
 

 
 

5.2. Other Relevant Publications

Speich, S., S. L. Garzoli, A. Piola and the whole SAMOC team, “A monitoring system for the 
South Atlantic as a component of the MOC”, 2009. (OceanObs’09 Conference, September 
21-25, Venice, Italy.) 

 
Meinen, C., S. Garzoli, and M. Baringer, “South Atlantic Meridional Overturning Circulation 

(SAM)”, 2009.  (Second SAMOC Workshop, July 2-3, Paris, France.) 
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1. Abstract 
 
The NOAA Pacific Marine Environmental Laboratory (PMEL) Ocean Climate Station (OCS) 
program maintains two Ocean Sustained Interdisciplinary Time series Environmental 
Observatory (OceanSITES) time series reference stations: The Kuroshio Extension Observatory 
(KEO) at 32.3N, 144.5E and Station Papa at 50N, 145W. The J-KEO site at 38N, 146.5E is 
now operated by JAMSTEC, and phase 1 funding to PMEL terminated in FY09. Likewise, 
during FY09, funding support for Station Papa transitioned from National Science Foundation to 
NOAA Climate Programs funding so that both OCS sites are now funded exclusively through 
NOAA Climate Programs. The PMEL OCS group had three cruises in FY09: a 3-day cruise 
aboard the crab vessel Aquila to recover the drifting Papa-2008 buoy, an 18-day cruise aboard 
the CCGS John P. Tully to deploy the Papa-2009 mooring, and a 15-day cruise aboard the 
JAMSTEC R/V Kaiyo to recover KEO-2008 and deploy KEO-2009.  OCS moorings have 
redundant meteorological sensors with one set telemetered through the ATLAS “tube” using 
Service Argos and one set telemetered through the new FLEX “box” using Iridium. The FLEX 
box was also used for telemetering the high resolution subsurface temperature, conductivity, 
pressure and current measurements beginning in FY09. While the potential capability is far 
greater with the new FLEX system over the legacy ATLAS system, the subsurface telemetry 
from the new system has had some transmission problems that we hope to resolve in future 
deployments. The new FLEX system has required substantial testing, and the development of 
new hardware, software, and data processing procedures. Data from the recovered KEO-2008 
mooring and Papa-2008 buoy have been processed and made available in a variety of formats 
including the standard OceanSITES netcdf format. OCS data are being used in a wide range of 
analyses. In particular, the KEO data were presented by Cronin at an invited talk at the Fall 2008 
American Geophysical Union annual meeting, at a workshop on Air-sea interaction in western 
boundary current extensions workshop in January 2009, and at the KESS workshop at University 
of RI in June 2009. Cronin presented the Papa data at a Carbon Cycle workshop at University of 



Washington in March 2009.  Due to her experience with KEO, Cronin was lead author for the 
OceanObs09 Community White Paper (CWP) “Monitoring Air-Sea Interaction in Western 
Boundary Current Extensions”, presented in Venice, Italy in September 2009. All told, during 
FY09, OCS has been involved in 2 OceanObs09 CWP, 1 Plenary White Paper, 2 publications, 1 
in press publication, 4 submitted publications, several in progress, and several non-refereed 
publications. 
 
2. Project Summary 

 
High-quality, in situ reference time series are needed to assess uncertainties in the NOAA Office 
of Climate Observations global climate analysis deliverables of air-sea exchanges of heat, 
momentum, and freshwater, ocean carbon uptake, surface currents and other. To this end, the 
NOAA Pacific Marine Environmental Laboratory (PMEL) Ocean Climate Station (OCS) 
program maintains two Ocean Sustained Interdisciplinary Time series Environmental 
Observatory (OceanSITES) reference stations: The Kuroshio Extension Observatory (KEO) at 
32.3N, 144.5E and Station Papa at 50N, 145W (see Fig. 1).  OceanSITES reference stations 
provide high quality data that can be used: to assess biases and uncertainties in forecasting model 
and observational product analyses; to detect rapid changes and episodic events, as well as long-
term changes, in the climate system; and to identify mechanisms and relationships within the 
climate system. Both OCS reference stations are in distinct oceanic regimes. The KEO mooring 
is located in the Kuroshio Extension recirculation gyre, which has some of the largest air-sea 
heat, moisture and carbon dioxide fluxes found in the entire basin. The Station Papa mooring is 
located in the Gulf of Alaska at the site where a weathership was stationed from 1949-1981 and 
where the impacts of ocean acidification, resulting from increasing levels of atmospheric carbon 
dioxide, are expected to be felt first. Both stations were also initiated during large collaborative 
process studies and have strong international partners. KEO was first deployed in June 2004 as 
part of the National Science Foundation (NSF) funded Kuroshio Extension System Study 
(KESS). At the conclusion of KESS, a partnership with the Japan Agency for Marine-Earth 
Science and Technology (JAMSTEC) was formed and the mooring deployment and recovery 
operations have since been performed on JAMSTEC cruises. Station Papa was initially funded 
through an NSF grant to Dr. Emerson (University of Washington) to study the North Pacific 
Carbon Cycle. At the conclusion of the NSF process study, NOAA Office of Climate 
Observations took over support of this site. Shiptime for the Station Papa mooring has been 
provided by the Canadian Fisheries and Oceans Canada, Pacific Region, Line-P program. Both 
moorings carry a suite of sensors to monitor air-sea heat, moisture, momentum, and CO2 fluxes, 
as well as the upper ocean temperature, salinity, and currents. Most surface and subsurface data 
are telemetered to shore in near-realtime and made available through the project website: 
http://www.pmel.noaa.gov/OCS/ in a variety of formats including the standard OceanSITES data 
format. The OCS data are served through the PMEL OceanSITES Data Assembly Center (DAC) 
and also through the OceanSITES Global DAC (GDAC). A subset of the surface meteorological 
data are also made publicly available in near-realtime through the Global Telecommunications 
System, used by operational data centers. The data serve a broad community of researchers and 
operational centers in the US and internationally. 
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Figure 1. The network of OceanSITES reference stations in the North Pacific are shown relative 
to the mean net air-sea heat flux in Watts per meter square and mean sea level height contours. 
 
3. Scientific Accomplishments 
 
The OCS project has 3 broad deliverables, each described below. Co-PI Bond was supported for 
3 months in FY09 through a NSF-funded KESS project titled “Kuroshio Extension System Study 
(KESS) – Upper and deep ocean response to atmospheric forcing in the Kuroshio Extension”.  
As described below, he is involved in many of the KEO analyses. As a synoptic meteorologist, 
he also provides invaluable advice on how to make this data set most useful to operational 
centers and has been a vocal advocate of the OCS program within the climate community, 
helping the program connect with a wider user base. The Carbon component of KEO is described 
separately in the progress report for Sabine’s “High-Resolution Ocean and Atmosphere pCO2 
Time Series Measurements” project. 
 
Deliverable 1: Calibrated surface meteorological and subsurface temperature, salinity and 
currents at KEO and Station Papa 
 
Operation of OCS moorings require refreshing the system at least once a year, pre- and post-
calibrating all sensors, processing realtime data and making it available in near-realtime through 
the OCS website, processing delay-mode high resolution data and making it available with 6 
months through the OCS website. 
 
In November 2008 the Papa-2008 buoy broke away from its anchor and began drifting in the 
Gulf Alaska. As a result, the PMEL OCS group had three cruises (rather than two) in FY09: a 3-
day cruise in January 2009 aboard the crab vessel Aquila to recover the drifting Papa-2008 buoy, 
an 18-day cruise in June 2009 aboard the CCGS John P. Tully to deploy the Papa-2009 mooring, 
and a 15-day cruise in September 2009 aboard the JAMSTEC R/V Kaiyo to recover KEO-2008 
and deploy KEO-2009. The Papa rescue required 3-days of charter funds and KEO required 2-
days of charter funds. The Papa Tully shiptime was provided by the Canadian DFO Line P 
program. Post-recovery analysis of the Papa-2008 buoy showed that the break was caused by 
excessive torque applied to the cable just below the bridle. The torque was likely caused by the 
NSF Principal Investigator Dr. Emerson’s large CTD-GTD-O2 package attached to the line at 10 
m to obtain measurements of temperature, conductivity, gas tension and oxygen. For the Papa-
2009 deployment, the CTD-GTD-O2 package was moved to the bridle (Figure 2). Dr. Emerson 
also continued the pH measurements at Papa, and plans to enhance KEO-2010 with a pH sensor. 
The OCS group enhanced both Papa-2009 and KEO-2009 with downward looking Sentinel 
Acoustic Doppler Current Profilers (ADCPs) on loan from the TAO and PMEL Fisheries-
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Oceanography Coordinated Investigations (FOCI) groups. At present ADCP data is internally 
recorded and therefore is available only in delay mode. KEO-2009 was also enhanced with 
several additional current meters on loan from RDI Teledyne. The redundancy of current 
measurements allows for important intercomparisons and performance testing of these sensors. 

 
As with the 2008 deployments, the 2009 OCS moorings each include two independent data 
logger and telemetry systems for surface meteorological sensors: the legacy “ATLAS tube” 
which transmits daily average and hourly meteorological measurements to shore through Service 
Argos, and the newer “FLEX box”, which transmits hourly subsurface and meteorological data 
through Iridium. The KEO and Papa meteorological measurements from their primary data 
logger are shown in Figure 3. ATLAS is considered primary, unless it is unavailable, in which 
case the FLEX data becomes primary. After our post-recovery evaluation of redundant data, this 
ordering may be changed for some measurements. ATLAS surface meteorological measurements 
include: wind speed and direction from a sonic anemometer, air temperature, relative humidity, 
rainfall, and solar and longwave radiation. The FLEX system for 2009 moorings include 
barometric pressure and multiple measurements from the Vaisala WXT520 weather transmitter 
sensor, in addition to the standard suite of surface meteorological measurements. 

 

 
Fig. 2. KEO-2009 and Papa-2009 diagrams. 
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Beginning with the 2008 deployments, telemetry of subsurface data was switched from ATLAS 
system to the new FLEX system. This represents a major upgrade from the ATLAS system. 
ATLAS modules have many components that are now obsolete and the telemetry is limited to 
daily-averages of a fixed number of sensors, while the new FLEX system works with more off-
the-shelf instruments and allows telemetry of hourly data of a greatly expanded number of 
surface and subsurface sensors. For example the KEO-2009 has 10 subsurface salinity sensors 
with inductive modems for telemetering hourly measurements (3 more depths than available on 
the ATLAS system). As the FLEX system develops each additional sensor model must be tested 
and any upgrades or change to the sensor’s software requires additional testing. Unfortunately, 
despite significant benchtop, outdoor, and in-the-lake testing, the FLEX subsurface telemetry has 
been intermittent. We are working with the engineers to identify problems and test updates as 
discussed in the Work Plan. 

 

 Fig. 3. KEO and Papa meteorological daily-averaged data through October 21 2009 for KEO 
and November 15 for Papa. 

 
 Stn P Data Return KEO Data Returns 
Met variables (ATLAS) 40.9% (99.3%) 55.8% 
Met variables (FLEX) 48.4% (92.7%) 98.1% 
Upper ocean temperature (FLEX) 41.0% (81.3%) 31.7% 
Upper ocean salinity (FLEX) 57.7% (93.6%) 32.7% 
Near surface currents (FLEX) 10.8% (34.7%) 16.8% 
Table 1. KEO and Papa data return for FY09 based upon ATLAS realtime daily-averaged and 
FLEX realtime hourly averaged data. Data returns for when Papa was on site are also shown in 
parentheses. 
 
As can be seen in Table 1, the FY09 data return from both the ATLAS and FLEX systems have 
been less than 100%. A large portion of the Papa data loss was to the failure of the mooring line 
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in November 2008. However additional data loss occurred to intermittent subsurface FLEX 
transmissions. Although intermittent subsurface FLEX transmissions also occurred at KEO, 
because the sensors were recovered, we expect the delay mode temperature and salinity data to 
have much higher data returns than listed in Table 1. Data returns for the current meters continue 
to be very disappointing. We are evaluating other options options for montoring currents on 
KEO-2009, which carries 3 different types of current meters (DVS, Aquadopp, Sontek) as well 
as a downward looking Sentinel ADCP.  The KEO-2008 ATLAS data return was low because 
the system went into fail safe mode due to battery drain caused by incursion of water into the 
GILL wind sensor attached to the ATLAS tube. This has been a problem on earlier deployments 
and must be addressed by engineering. The KEO-2009 ATLAS system also went into fail safe 
mode for the same reason following the direct hit of typhoon Choi-Wan on September 19 2009. 
Wind gusts observed by KEO during this typhoon were up to 93 miles per hour. The high 
resolution surface and subsurface data telemetered through the FLEX system provides an 
incredible data set and will be used in a manuscript on ocean response to a typhoon described in 
the FY10 work plan. Unfortunately FLEX telemetry has since become intermittent.  

 
Although the PMEL TAO group plans to begin developing a tropical-FLEX in FY10, the burden 
of testing and developing the new hardware and software procedures has thus far been carried by 
the OCS group. This engineering and system development is far beyond the scope of the original 
project and as a result the OCS team has been under significant strain. During FY09, one team 
member quit, in large part because of this strain. Some tasks such as developing a data display 
webpage (see Deliverable 2) have not been accomplished. Likewise, in our FY09 Work Plan we 
stated that “Realtime surface and subsurface data from the FLEX box (wind speed and direction, 
air temperature, relative humidity, rain rate, barometric pressure, subsurface temperature, salinity 
and pressure, and near-surface currents) will be made available in near-realtime after the initial 
period of validation of this new system is completed and software is created to automate this data 
stream.” Because of the magnitude of this task and because some this comparison can only be 
done after the ATLAS high resolution data becomes available (post-recovery, if functional), the 
initial validation period for FLEX has extended into FY10 (see FY10 Work Plan for more 
details). Thus while some telemetered FLEX data have been made public in near-realtime (e.g. 
barometric pressure and gustiness at Papa), in general, primary measurements that come through 
the FLEX system have been made publicly available in FY09 only in delay mode. Software 
development that automates the FLEX processing was not completed in FY09 and at this point 
we cannot determine in near-realtime if the redundant FLEX meteorological data should be 
considered primary. By default, we consider the ATLAS real time system to be primary.  

 
In FY09, the OCS group hired its first full-time person: K. Ronnholm. As the OCS project 
manager, Ronnholm’s initial focus has been on Deliverable 1. Although paying for partial FTEs 
to perform specific jobs was very efficient and cost-effective when the jobs were identical to 
those performed by TAO personnel, the OCS program has grown into a very complex program 
and many of the OCS tasks at present have no equivalent within the TAO group.  This may 
change when the TAO group itself begins to develop the Tropical-FLEX system. Their upgrade 
to FLEX is likely to be much smoother, following on the heels of the OCS group. 
 
Deliverable 2: Access to KEO and Station Papa data and metadata in a format and 
through linked webpages to encourage broad use of data 
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KEO and Station P data are all in compliance with the OceanSITES data standard. Cronin 
participated in the OceanSITES meeting in Venice in September 2009 where these standards 
were evaluated and refined. At present we provide only ATLAS tube data in near-realtime 
through project webpages and the GTS. These and the post-processed high resolution surface and 
subsurface data are publicly available in both ascii and OceanSITES netcdf formats through the 
project webpages:  
    For KEO:  http://www.pmel.noaa.gov/keo/data.html 

For Station Papa:  http://www.pmel.noaa.gov/stnP/data.html 
To date, there is no user registry and so we have no way of monitoring the number of data 
downloads. 
 
An OCS webpage was developed that describes PMEL Ocean Climate Stations goals and 
provides links to the KEO and Station Papa websites: http://www.pmel.noaa.gov/OCS/. Although 
we had hoped to also develop a display page for OCS data, the page is still under development, 
as discussed earlier, and is not yet public. This is discussed under the FY10 Work Plan. 
 
Beginning in FY07, the PMEL Ocean Climate Station surface met data from the ATLAS data 
logger have been distributed to operational meteorological centers via the Global 
Telecommunications System (GTS). This allows operational meteorological centers to use all 
available data in operational weather forecasts. The OCS project strongly believes however that 
the reference site data should be withheld from reanalysis products so that the products will 
remain independent of the time series reference site data used to assess them.  Each time series 
reference station has a unique World Meteorological Organization (WMO) identifying number 
containing the digits “84” for this purpose.  Cronin has discussed the feasibility of putting the 
FLEX Iridium data onto GTS with several groups and individuals and has come to the 
conclusion that this is beyond the scope of the OCS project. If the TAO group develops this 
capability for tropical-FLEX, OCS can leverage that to make OCS FLEX data available on GTS. 
 
Deliverable 3: Scientific analyses utilizing KEO data 
 
KEO was an element of the Kuroshio Extension System Study (KESS) (see: http://uskess.org) 
and its data are a critical component of several studies. In particular, FY09 represents the first 
year of a new 3-year NSF project titled “Role of Air-Sea Interaction in the Kuroshio Extension 
Recirculation Gyre” that has N. Bond as a co-I and Cronin as a collaborator. During FY09, both 
Cronin and Bond participated in the U.S. CLIVAR working group on Air-Sea Interactions in 
Western Boundary Currents (http://usclivar.org/Organization/wbc-wg.html), convening an open 
workshop held in Phoenix AZ in January 2009.  As part of this workshop, ideas for “Monitoring 
Ocean-Atmosphere Interactions in Western Boundary Current Extensions” were vetted and 
Cronin became lead author on an OceanObs09 Community White Paper (CWP) by this title. 
Through this effort Cronin presented this CWP in poster form at the September 2009 
OceanObs09 conference in Venice.  The Cronin et al. (2010) CWP also contributed to a Plenary 
White Paper (Gulev et al. 2010) and OCS reference data were discussed in the CWP on surface 
currents (Dohan et al. 2010).  
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Likewise at the U.S. CLIVAR workshop, two papers were vetted comparing the Gulf Stream 
system to the Kuroshio Extension system (Kelly et al. 2009, and Kwon et al. 2009). Several other 
KEO and KEO-related analyses were also submitted in FY09 with OCS authors: Bond et al. 
(2009), Tomita et al. (2009), and Konda et al. (2009).  Bond et al. (2009) used a high resolution 
numerical weather prediction model to show that SST anomalies in the KEO region could affect 
the tropical-to-extratropical storm development and path. Tomita et al. (2009) using KEO and 
JKEO data showed that the satellite based J-OFURO2 heat flux product was much more accurate 
than the NCEP reanalyses products. Konda et al. (2009) analyzed the regional weather and 
climate patterns associated with anomalously high and low fluxes at KEO. There are also several 
underway analyses using KEO data: Rainville et al. in prep uses KEO data, ARGO hydrographic 
data and satellite sea level data to examine the properties of Subtropical Mode Water variability 
in the Kuroshio Extension recirculation gyre. Another Rainville et al. in prep. paper combines 
the KEO mooring data with the KESS ADCP mooring to look at how wind forcing generates 
near-inertial waves that can cause enhanced mixing. Tomita et al. in prep. uses KEO data to 
evaluate the role of summertime stratification for preconditioning winter mixed layer properties. 
In FY09, Cronin also delivered an invited talk titled “Upper ocean heat content and Subtropical 
Mode Water variations at the Kuroshio Extension Observatory” at the 2008 Fall American 
Geophysical Union conference, and participated in the “Changing Times: An international ocean 
biogeochemical time series workshop” at Scripps, a mini-workshop at UW on the North Pacific 
Carbon Cycle, and a KESS mini-workshop at URI. In addition, R. Kamphaus participated in the 
March 2009 P-Line planning meeting in Sydney B.C. Canada.  
 
4. Education and Outreach 
 
During FY09, Cronin gave 3 full-length seminars on the steady-state wind forced “Ekman” 
response in frontal regions, at: Scripps Institution of Oceanography, Woods Hole Oceanographic 
Institute, and the University of Rhode Island’s Graduate School of Oceanography. This work is 
based on Cronin and Kessler (2009) and is directly relevant to the NOAA OCO program 
deliverable of providing global analyses of surface currents to identify significant patterns of 
climate variability.  
 
Cronin also discussed how she came to be an oceanographer with a troop of Girl Scouts. 
 
5. Publications and Reports 
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1. Abstract 
 
The Weddell Sea is a major source of Antarctic Deep and Bottom Waters.   Relatively warm, 
saline Circumpolar Deep Water (CDW) enters the Weddell Gyre to the east of the Greenwich 
Meridian.  As it traverses the gyre, it feeds bottom water-forming processes on the continental 
shelves, and interacts with floating ice shelves to produce a variety of Weddell Deep and Bottom 
water types.  Because these formation processes include heat exchange with the atmosphere and 
ice shelves, the properties of the water masses formed carry an imprint of any recent changes in 
atmospheric and shelf ice characteristics.  Three mooring sites in the northwest Weddell Sea 
maintained by this project sample the integrated properties of deep and bottom water leaving the 
Weddell Sea.   The time series of observations of the lower 500 meters, begun in 1999, reveal 
surprisingly large variations in bottom water temperatures on interannual as well as annual time 
scales, which are likely related to interannual variability in the large-scale wind and sea-ice 
patterns over the key formation regions of the southwest and western Weddell gyre. 
 
2. Project Summary 
 
The world's deep oceans are filled with water masses formed at the continental margins of 
Antarctica.  The Weddell Sea is a major source of these so-called Antarctic Deep and Bottom 
Waters.   Relatively warm, saline Circumpolar Deep Water (CDW) enters the Weddell Gyre to 
the east of the Greenwich Meridian.  As it traverses the gyre, it feeds bottom water-forming 
processes on the continental shelves, and interacts with floating ice shelves to produce a variety 
of Weddell Deep and Bottom water types.  Because these formation processes include heat 
exchange with the atmosphere and ice shelves, the properties of the water masses formed carry 
an imprint of any recent changes in atmospheric and shelf ice characteristics, including 
temperature, distribution of shelf and sea ice, and shifts in large scale wind stress patterns such as 
those associated with the Southern Annular Mode (SAM) and ENSO. 
 
This project maintains deep and bottom water focused oceanographic moorings south of the 
South Orkney Islands in the Northwest Weddell Sea to provide a time series of the combined 



outflow (currents and temperature/salinity) of Antarctic Deep and Bottom Water drawn from 
various sites within the Weddell Sea.  The observation sites were selected to monitor the 
integrated properties of the outflowing deep and bottom waters after they have traversed the key 
formation sites in the western Weddell Sea. 
 
The moorings were initially installed and maintained as part of the NOAA-funded Consortium 
on Oceans Role in Climate: AbRupt climate CHangE Studies (CORC-ARCHES) Southern 
Ocean Modern Observations program.  First installed in April 1999, the moorings have been 
serviced using ship time made available by other polar programs, primarily through the National 
Science Foundation Office of Polar Programs (OPP), and principal investigators funded by OPP 
who graciously allow our team to sail on their cruises.  As time and resources allow during the 
mooring maintenance cruises, oceanographic stations to collect profiles of conductivity, 
temperature and tracers (CTD/tracer) are occupied at the mooring sites and at stations distributed 
along a line between the mooring locations (Figure 1).   The cost of ship time devoted to the 
mooring work and associated CTD/tracer stations, typically 3 to 5 days, has been supported by 
funding from OCO. 
 

 
 

Figure 1.  Weddell mooring locations, and schematic of deep and bottom water flow from 
source regions to the mooring array. 
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More recently, ship time arrangements have been made with colleagues at the British Antarctic 
Survey (BAS), under the auspices of an Agreement of Cooperation between Lamont-Doherty 
Earth Observatory of Columbia University (LDEO) and BAS.  The agreement with BAS 
provides for sharing of equipment, personnel and data between LDEO and BAS to allow the 
mooring sites to be serviced at nominally two-year intervals, with BAS providing the ship time 
to do so. Under this agreement, by sharing material resources with BAS, we have been able to 
expand the mooring array to encompass the Orkney Passage to the east of the Orkney Plateau, a 
site of potential escape of Weddell Deep Water into the Southern Ocean.   Our collaboration with 
BAS will continue, so this work is part of an international effort. 
 
Data Collection:  Frequency and Availability 
 
Because the ship time required for servicing the moorings is made available on an opportunity 
basis, the moorings are not serviced at regularly scheduled intervals.  We plan for a nominal two-
year cycle, but the moorings are designed with a lifetime in excess of three years in the event that  
ship time is unavailable on the 2-year cycle.   Moored instrument data and whatever 
oceanographic profile data we are able to collect are therefore available on a nominal two-year 
cycle.  The moorings are located in regions which are seasonally covered by sea ice, so all data 
are recorded internally and must be recovered during the service calls.   The recovered data are 
quality controlled, and made available via the web1, generally within 6 months of their recovery 
from the moorings.  Descriptions of the moorings and metadata are catalogued at OceanSITES 
(http://www.oceansites.org/). 
 
While we are in transition from the CORC-Arches supported data collection effort to the OCO-
funded data collection and distribution, we are distributing the data sets upon request1.  To date, 
we have provided the data to K. Heywood (University of East Anglia) in support of their studies 
of outflow of Weddell waters to the Southern Ocean; to M. Meredith and K. Nicholls of BAS in 
support of ongoing collaborative research in the western and northwestern Weddell; and to S. 
Kern (Center for Marine and Atmospheric Science / Institute of Oceanography Center for Marine 
and Atmospheric Science / Institute of Oceanography/ Hamburg) for a joint study examining the 
relationship between bottom water characteristics observed at the OCO moorings and the 
variable extent of the Ronne-Filchner polynya in the southwestern Weddell Sea.   And, with the 
upcoming placement of moorings on the continental shelf and slope adjacent to the Larsen B 
embayment (as part of the LARISSA project funded by the US National Science Foundation), 
the OCO mooring data will soon contribute a down-stream reference point for deep and bottom 
water formation processes observed in the climatically-sensitive Larsen B and C ice shelf 
regimes. 
 
3. Scientific Accomplishments 
 
Project Deliverables: Recovery and redeployment of the mooring array was the primary goal 
stated in our FY 2009 work plan. The mooring array was serviced during a cruise on board the 

                                                 
1 Presently available at http://www.ldeo.columbia.edu/res/div/ocp/projects/corc.shtml and by request to 
bhuber@ldeo.columbia.edu.  The data will be migrated to a new data portal during FY2010 activities. 
 

http://www.ldeo.columbia.edu/res/div/ocp/projects/corc.shtml


British Antarctic Survey (BAS) vessel RRS ERNEST SHACKLETON (ES033), sailing from the 
Falkland Islands on 21 January 2009 and returning 10 March 2009.  The data recovered extends 
the time series at mooring M2 another 2 years.   Mooring M4 has been relocated and relabeled 
OP3, and is now part of a joint LDEO-BAS array spanning the Orkney Passage which will 
observe changes in the properties of Weddell waters exiting the gyre into the Scotia Sea.  This 
project contributes directly to the observing system’s program deliverable:  
 
“Ocean Heat Content and Transport, to better understand the extent to which the ocean 
sequesters heat; to identify where heat enters the ocean and where it emerges to interact with the 
atmosphere; and to identify changes in thermohaline circulation and monitor for indications of 
possible abrupt climate change”. 
  
Observations of the properties of deep and bottom waters exiting the Weddell Sea are an 
essential component of efforts to understand the links among atmosphere, sea-ice, ice shelves 
and deep water formation processes which contribute to the southern ocean thermohaline 
circulation and its variability. 
 
During cruise ES033,  moorings M2 and M4 (now identified as OP3) were recovered.   M3 
unfortunately could not be recovered.  Neither of the paired acoustic releases on M3 responded 
to commands, so we presume the mooring was lost, most likely due to failure of one or more 
flotation bundles shortly after deployment during the 2007 cruise.  This mode of failure has been 
experienced twice before.  The first occurred during the attempted deployment of M2 in 2006, 
when an imploding float bundle triggered one of the paired releases and the mooring returned to 
the surface while we were still on site conducting a CTD station.  The second implosion occurred 
on mooring M2 sometime during the 2007-2009 deployment.  The mooring was recovered intact, 
but one float bundle had imploded, causing the failure of its neighboring float package.    Both 
times, the failing buoyancy modules were McLane  Research Laboratories triangular glass float 
packages, model G6600-2.  Both had been previously deployed.   We are in the process of 
replacing all of our McLane flotation with Benthos 17” glass sphere flotation.  In addition, the 
two releases lost on M3 had been in service since 1999, and were slated for replacement during 
ES033. 

Mooring M3 was replaced with a full suite of instruments, and a mix of spare flotation and floats 
borrowed from other groups on board the vessel.  We do not yet have enough instruments and 
mooring gear to sail with complete backup, so mooring M2 was redeployed in a reduced 
configuration, with only a single release, and instruments in the lower 250 m instead of the usual 
500 m instrument string.  Mooring OP3 was redeployed with the BAS Orkney Passage array. 

Mooring work was accompanied by more than 200 Conductivity/ Temperature/ Depth/ profiles 
(CTD) including a high-resolution section across the Orkney Passage.   As SHACKLETON is 
not a research vessel, the CTD system had to remain on deck throughout the cruise, unprotected 
from the weather.   This resulted in large offsets in measure salinity.   These will require 
additional effort to correct, using salinities derived from water samples collected during the cast.   
Thus, the data are not yet available.   
 
Results of a  preliminary analysis of the time-series data collected through 2007 were presented 
at the Fall AGU meeting in 2008 (see Publications and Reports below for details).   These results 
are summarized as follows: 
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An 8 year record (April 1999 to February 2007) of the currents and T/S stratification within the 
lower ~500 m of the water column, within the outflow of dense Weddell Sea Bottom Water 
south of the South Orkney Islands, reveals strong T/S seasonal and interannual variability. A 
cold bottom water pulse is evident in the May-July period, though the precise timing and 
duration varies with year. Intensification of the near bottom stratification is observed as the 
bottom water attains its coldest values. The coldest bottom events occurred in 1999 and 2002, 
while in 2000 it was absent, with slow warming since 2002. (Figure 2 ). 
 
At bottom temperatures <-0.8°C the salinity variability makes for a ‘fan-like’ appearance in T/S 
space suggesting a varied source of dense shelf water, with the coldest bottom water associated 
with the saltiest water, indicating a southwest Weddell Sea origin (Figure 3). In consideration of 
the isobath following distance from likely source to the mooring array, at typical bottom speed of 
10-15 cm/sec, we determine that the export of the dense shelf water occurs during the austral 
summer (as also observed in the Ross Sea).  Relationship of the behavior of the shelf water 
export to the strength of the Weddell Gyre and to SAM is proposed.   
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Figure 2.  Time  series of potential temperature, 1999 to 2009, from moorings M2/M4 (top) and 
M3 (bottom).  Data from M4 is used to span the gap in the M2 data between 2005 and 2007.   
M3 was not recovered in 2009. 
 
Figure 3.  Potential Temperature-Salinity data from 
M2 and M3, color coded for current speed at the 
bottom. The coldest bottom water is associated with 
the saltiest water, indicating a southwest Weddell Sea 
origin.  Using an average speed of 10 cm/s implies 
bottom water escape from the continent shelf of the 
southwest Weddell in October. 
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These preliminary findings can be encapsulated in the following points: 
 

 The export of dense shelf water from the southwestern Weddell Sea varies seasonally and 
exhibits interannual fluctuations.  

 A cold bottom water pulse is evident in the May-July period. The coldest bottom events 
occurred in 1999 and 2002, while in 2000 it was absent, with slow warming since 2002.  

 Southern Annular Mode [SAM] index leads the bottom water temperature features by 14-
20 months. The relationship of the export of Weddell Sea Bottom Water to climate 
[SAM] variability is likely linked to combination production and escape rates of dense 
shelf water over the multiyear residence time of the shelf water. 

 
4. Education and Outreach 
 
We have a Columbia University undergraduate (D. McKee)  engaged as a work-study student 
exploring the relationships between the interannual variability observed at the M2 and M3 sites, 
and indices of climate variability such as the Southern Annular Mode, ENSO, and direct 
estimates of wind stress variability over the bottom water formation sites.   Mr. McKee has 
prepared a poster presentation on the preliminary results of our analyses for presentation at the 
July MOCA ’09 meeting in Montreal.  Mr. McKee continues to work with us in incorporating 
newly collected data into the analyses, and he is preparing a paper for publication planned for 
early 2010.  His Senior Thesis will be based on his work with this project. 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Meredith, M. P., A. C. N. Garabato, A. L. Gordon, and G. C. Johnson, 2008: Evolution of the 
Deep and Bottom Waters of the Scotia Sea, Southern Ocean, during 1995-2005. J. Climate, 
21, 3327-3343. 

 
A preliminary analysis of the time-series data collected through 2007 was presented at the 2008 
Fall AGU meeting: 

Eight Year time series of the outflow of Weddell Sea Bottom water  

Arnold L. Gordon, Bruce A. Huber, Darren McKee, Xiaojun Yuan 

Lamont-Doherty Earth Observatory of Columbia University 
We present a nearly 8 year record [April 1999 to February 2007] of the currents and thermohaline stratification 
within the lower ~500 m of the water column at a mooring (M3) at 4565 m depth, south of the South Orkney 
Islands, positioned within the outflow of dense Weddell AABW. The time series reveals significant seasonal and 
interannual variability. A pulse of the coldest bottom water is evident in the May-July period, though the precise 
timing and duration varies with year. Intensification of the near bottom stratification is observed as the bottom water 
attains its coldest values. The coldest bottom events occurred in 1999 and 2002, while in 2000 it was absent. At 
bottom temperatures <-0.8°C the salinity fluctuations produce a ‘fan-like’ appearance in T/S space suggesting a 
varied source of dense shelf water. The coldest bottom water <-1.0°C is relatively salty indicating a source in the 
southwest Weddell Sea, about 1300 km along isobaths to the mooring site. The typical bottom speed at M3 of 10-15 
cm/sec implies a shelf water export time during the austral summer.  A record at a second mooring (M2) at 3059 m 
depth displays a much reduced annual cycle, but it too records a relatively warm period in 2000. Correlations of the 
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M3 time series with NINO3.4 and SAM suggest that these indices lead M3 on the order of 14-20 months, implying a 
likely relationship between the water mass and surface forcing. Both M3 and M2 were reinstalled in March 2007. 

An oral presentation was prepared for the July MOCA ’09 Montreal meeting entitled “Seasonal 
and Interannual Fluctuations of Weddell Sea Bottom Water” by A. Gordon and B. Huber.     

A poster presentation for  MOCA ’09 was prepared as well: “Climate Forcing of Interannual 
Variability of Weddell Sea Bottom Water” by D. McKee, X. Yuan, A. Gordon, B. Huber.    
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1. Abstract 
 
Directly after the recovery of the NSF funded INSTANT western Makassar mooring in 
November 2006, a NOAA funded mooring was deployed at the same site (2°51' S; 118°28' E) on 
22 November 2006. The NOAA-MAK was recovered on 31 May 2009 and re-deployed for 
another 2 years to continue to build the time series. We now have a 5.5-year continuous time 
series of the Makassar Throughflow, which represents ~80% of the total Indonesian 
Throughflow (ITF). The NOAA-MAK time series from late November 2006 to the end of May 
2009 spans a predominately La Niña period, reaching a peak in strength in early 2008; a weak El 
Niño was present in the latter half of 2006. The Indian Ocean Dipole index (DMI) switched into 
a positive mode during 2006, remaining so throughout the NOAA-ITF time series. Three 
consecutive years with a positive IOD phase has not been detected in the historical SST records. 
The +DMI is likely related to the change in the along channel speed profile observed in 2006 and 
continued in the full record of the NOAA-MAK mooring: the thermocline flow was intensified 
and shallower, with a maximum speed near 75 m, rather than at 140 m as recorded during the 
INSTANT period. The role of this change in the ITF profile to the coupled ocean-atmosphere 
climate system is now being considered.  
 
2. Project Summary 
 
The Indonesian Throughflow (ITF) transfers sea water, heat and freshwater from the western 
Pacific into the tropical Indian Ocean, at a rate of ~11 to 15 million m3/sec [Figure 1]. The strong 
monsoonal winds and tides amidst the complex sea floor morphology of the archipelago 
stretching from SE Asia to Australia, alter the temperature and salinity profiles of the ITF, which 
in combination with the velocity profile, link via an ocean route the Pacific and Indian Ocean 
climate systems. As the ITF region is at the nexus of ENSO (El Niño/La Niña) and the Asian 
monsoon phenomena, it is highly likely, as indicated by model studies, that the ITF serves as a 
key component of the larger scale climate system. Recording the ITF, and its connection to 



fluctuations in ENSO and the Asian monsoon, is an effective and cost effect way to monitor a 
component of the larger scale ocean and climate system, with the intent to enable a climate 
predictive capability. 
 

 
 

Figure 1 Transport values in 106 m3/sec within the passages measured by the INSTANT 
program, 2004-2006. The italics numbers in black represent transport values based on pre-
INSTANT data: Makassar Strait, 1997; Lombok Strait, 1985; Timor Passage (south of Timor) 
from March 1992 to April 1993; Ombai Strait (north of Timor) for 1996. The pre-INSTANT 
value of 1.5 Sv for the Lifamatola Passage represents overflow of dense water at depths greater 
than 1500 m based on 3.5 months of current meter measurement in early 1985. The red 
numbers are the 3-year mean transports measured by INSTANT. In Lifamatola Passage, the 
green number is the INSTANT overflow transport >1250 m, and the red number is the total 
transport measured by INSTANT below 200 m.  

 
As the ITF weaves through many passages of the Indonesian seas, from the Pacific inflow 
channels to the export channels to the Indian Ocean, a sustained observational array of mooring 
for measuring all of the pathways is not yet financially practical. However, a significant step 
towards this goal can be met by monitoring the throughflow with Makassar Strait, which carries 
~80% (and >90% of the thermocline layer component) of the ITF. This is presently underway 
with the NOAA/OCO funded current measuring mooring near 3°S in the Labani Channel 
constriction of Makassar Strait.  
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While assessing the role of the ITF to the larger scale climate system for the improvement of 
ENSO and Asian monsoon climate predictions has clear societal benefits, there are also local 
benefits. Here I give an example of two: 
 
1. There is very active pursuit of the oil resources within Makassar Strait. Many companies are 
involved, including EXXON-Mobil, who plan to enter into an operational program in Labani 
Channel, just south of the NOAA-MAK mooring site. I have informed oil company personnel of 
the NOAA-ITF program, following prior interaction associated with the NSF funded INSTANT 
moorings in Labani channel. In June 2009 I sent NOAA-MAK hourly data at selected ocean 
depths to Marathon Oil, who are working with EXXON-Mobil.  
 
2. I was asked by Gani Ilahude, a colleague of mine in Indonesia: “A  tugboat while entering the 
Bali Strait from Java Sea toward Indian Ocean- sank in 23 Dec. 2007, due to strong ( about 6 
knots) opposing current. His company wanted me to be the company's witness in their claim 
during the claim litigation in Singapore. Any general information about the non tidal and tidal 
current in Bali Strait - not Lombok Strait - during SE and NW monsoons?” I provided NOAA-
MAK data  along with some satellite based wind data in the Bali Sea region to Ilahude, noting 
that in Dec and January 07/08 there were week long periods of strong surface layer northward 
flow in the Makassar Strait that would likely be related to surface currents in the Bali Sea, 
generated by strong west to east wind events in the Java Sea. 
 
Other ‘colleague’ interactions:  
 
1. The relationship of the ITF to the Indian Ocean Dipole that was revealed with the NOAA-
MAK time series, is being investigated with Prof. Toshio Yamagata, The University of Tokyo. 
Toshio has been central to the studies of the IDO and its role in the Asian climate system. 
 
2. The relationship of the November 2007 event to equatorial Indian Ocean variability is being 
investigated with Janet Sprintall, Scripps Institution of Oceanography/. 
 
3. Scientific Accomplishments 
 
Directly after the recovery of the NSF funded INSTANT western Makassar mooring in 
November 2006, a NOAA funded mooring was deployed at the same site (2°51' S; 118°28' E; 
2147 m) on 22 November 2006. The NOAA-MAK was recovered on 31 May 2009, and re-
deployed for another 2 years to continue to build the time series. We used R/V Geomarin III, the 
newest Indonesian R/V ship built by PT. PAL Surabaya, an Indonesian shipyard. Dr. Dwi 
Susanto, of Lamont-Doherty and co-PI on the NOAA-MAK program, was chief scientist. Bruce 
Huber, also from Lamont-Doherty, provided technical expertise.  
 
We now have with the INSTANT 2004-2006 record 5.5-year continuous time series of Makassar 
Throughflow; with the 1997/98 Arlindo data we have a full 7 years of Makassar Throughflow 
recorded [Figure 2].  This extensive time series allows us to investigate the connection [with lead 
and lags attributes] of the ITF to larger scale climate events, such as ENSO and the Asian 
Monsoon. The NOAA ITF mooring was redeployed on 1 June 2009, with a planned recovery in 
mid-2011.  
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Figure 2 A 5.5 year time series of the along channel flow (30-day low) in Makassar Strait, 
combining the upward-looking ADCP data from the INSTANT 2004/06 and the NOAA-MAK 
time series Dec 06 through May 09. The nino3.4 and DMI (Indian Ocean Dipole Mode 
Index)indices are given in top panel. 
 
During the INSTANT periods ENSO was in a weak El Niño state, with a brief La Niña phase 
occurring in early 2006. The NOAA mooring period from late November 2006 to the end of May 
2009 spans a predominately La Niña period, reaching a peak in strength in early 2008; a weak El 
Niño was present in the latter half of 2006. The ITF is reduced during El Niño, elevated during 
La Niña phases, but this signal is rather weak in comparison to intraseasonal and seasonal events. 
The exception was during the Arlindo period when the ITF was substantially reduced during the 
strong El Niño event of 1997.  
 
The December 2006 through May 2009 record displays many of the same attributes as earlier 
time series: 1. general southward surface layer flow interrupted by reversals in the December-
March period corresponding to strong monsoonal eastward winds in the Java Sea; 2. the 2004-
2009 record reveals a seasonal signal with maximum flow in August, with minimum flow in 
November. But there were also some unique events recorded: a particularly weak southward 
flow of November 2007 may be a consequence of a strong Kelvin Wave derived from the Indian 

 FY2009 Annual Report: Indonesian Throughflow in Makassar Strait  Page 4 of 8 



Ocean; the persistent core of maximum southward flow within the thermocline, which began to 
shoal from 140 m to 75 m during the last 6 months of the INSTANT time series, continued 
throughout the NOAA-MAK period.  
 
The shoaling of the v-max feature to the upper thermocline is a significant and rather unexpected 
event. The Indian Ocean Dipole index (DMI) switched into a positive mode during 2006, 
remaining so throughout the NOAA-ITF time series. Three consecutive years with a positive 
IOD phase has not been detected in the historical SST records. The +DMI is likely related to the 
change in the along channel speed profile observed in 2006 and continued in the full record of 
the NOAA-MAK mooring, noted above. While the Makassar transport may have increased 
somewhat during 2007-2009, a more important factor may be the shallower depth of the 
thermocline maximum current, in that it marks a sustained increase in the heat transfer from the 
Pacific to the Indian Ocean via the ITF. The role of this change in the ITF profile to the coupled 
ocean-atmosphere climate system is now being considered.  
 
Resolving the link between the regional and larger scale climate variability with the mass/heat 
transfer of Pacific water into the Indian Ocean, the Indonesian Throughflow, via the pathways of 
the Indonesian seas, will provide an observational based quantitative appreciation of the ocean 
role in such climate elements as El Niño and the Asian monsoon.  
 
What, if any, information was jeopardized due to a lack of funding, lack of instrumentation, or 
inability to carry out the work?  The NOAA-MAK mooring is adequate for monitoring the major 
component of the ITF inflow, noting that the throughflow with Makassar Strait carries ~80% 
(and >90% of the thermocline layer component) of the ITF. However, monitoring of the export 
routes of the ITF into the Indian Ocean via the channels of the Sunda Islands would provide a 
much fuller view of the ITF and its connections to the climate system. A more complete ITF 
observing system would enable assessment of the modification of ITF waters within the 
Indonesian seas, which is governed by sea-air exchange, the critical link between the atmosphere 
and ocean. It is recommended that a mooring in Lombok Strait be added at the same time in 
2011 that the Makassar mooring is recovered/re-deployed. Sharing of the ship time will reduce 
the ship costs / mooring. 
 
Noting that the data return from the NOAA-MAK mooring was returned to Lamont in June 
2009, towards the end of this Progress Report period, the data availability is presently being 
developed. The metadata are catalogued in the OceanSites directory, and the data will be made 
available via the web as part of the FY2010 activities (URL to be determined while the data 
portal is being constructed.  In the interim, data is available upon request to 
bhuber@ldeo.columbia.edu).  

 
The recovery of the NOAA-MAK mooring on 31 May 2009 had an excellent data return. We 
have a 2.5 year record of the flow within the upper kilometer. Everything worked but the 
downward looking WorkHorse ADCP placed directly below the upward looking long range 
ADCP near 500 m depth. But then there was a current meter at 510 m within its intended range 
of coverage. Most importantly was that the long rangers worked, as they cover the entire 
thermocline that provides continuous records for 30 months. All three aquadopp current meters 
are out of memory on February 6, 2009. We have a fantastic observational data set. We look 
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forward to processing and producing the data in collaboration with other scientists to produce 
better prediction of ocean circulation and climate. Figure 3 shows the configuration of the 
mooring recovered on 31 May 2009, and that deployed on 1 June 2009, with planned recovery in 
May/June 2011. 
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Figure 3-  The NOAA-MAK mooring configuration of the 2006-2009 mooring recovered on 31 
May 2009 [top panel]; the NOAA-MAK mooring configuration of the 2009-2011 mooring 
deployed on 1 June 2009. 
 
4. Education and Outreach 
 
I have assigned study of the Indian Ocean Dipole relationship to the NOAA-MAK time series to 
a graduate student taking my Introduction to Physical Oceanography class at Columbia 
University. It is possible that that class assignment will encourage further research as part of the 
student’s PhD dissertation. 
 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Gordon, A.L., Sprintall, J., Wijffels, S., Susanto, D., Molcard, R., Van Aken, H.M, Ffield, A.L., 
deRuijter, W, Lutjeharms, J.  Speich, S and  Beal, L. (2010) “Interocean Exchange of 
Thermocline Water: Indonesian Throughflow; “Tassie” Leakage; Agulhas Leakage” in 
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Proceedings of the "OceanObs’09: Sustained Ocean Observations and Information for 
Society" Conference (Vol. 1), Venice, Italy, 21-25 September 2009, Hall, J., Harrison D.E. 
and Stammer, D., Eds., ESA Publication WPP-306, 2010. 

 
Gordon, A.L., Dwi Susanto, Bruce A. Huber, Budi Sulistyo and Agus Supangat   (2010) “Seven 

Years of measuring the Makassar Strait throughflow, the primary component of the 
Indonesian Throughflow” in Proceedings of the "OceanObs’09: Sustained Ocean 
Observations and Information for Society" Conference (Vol. 1), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306, 
2010. 
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1. Abstract 
 
MOVE has been monitoring the lower southward branch of the Atlantic Meridional Overturning 
Circulation (AMOC) at 16°N for 9 ½ years now and is producing the longest directly observed 
timeseries of mass transports in this system. The annual at-sea work for servicing three moorings 
and three PIES (bottom pressure sensors with inverted echosounding) has been carried out 
successfully, in conjunction with the annual NTAS cruise. All 40 instruments returned good data, 
and a preliminary transport timeseries have been constructed, showing a weakening trend of the 
AMOC of 0.35Sv/yr over the length of the timeseries. This is in agreement with a coupled 
climate model hindcast, suggesting multi-year climate predictability. Future work consists of 
making the array more efficient, reducing field work and enabling data telemetry. 
 
 
2. Project Summary 
 
The meridional overturning circulation (MOC) in the Atlantic Ocean is one of the major oceanic 
climate drivers of the globe since it is the mechanism for most of the large heat transport carried 
by the Atlantic  Ocean, with demonstrated impacts and control on northern hemisphere and 
global climate. Variations in this circulation and the associated heat transport, both due to natural 
or anthropogenic effects, are of utmost importance but have been impossible to observe directly 
to date. MOVE is the first program which tackled this problem by attempting to install and 
sustain an observing system for the lower branch (deep, cold return flow) of the overturning 
circulation in the Atlantic.   
 
In the year 2000 the German CLIVAR programme initiated the circulation monitoring array 
(MOVE) in the subtropical west Atlantic along 16N, in order to observe the transport 
fluctuations in the North Atlantic Deep Water layer. Since then, three (and later two) 
“geostrophic end-point moorings” and bottom pressure sensors, plus one traditional current 
meter mooring on the slope have been used to cover the section between the Lesser Antilles 
(Guadeloupe) and the Midatlantic Ridge.  The goal is to determine the transport fluctuations 



through this section, using dynamic height and bottom pressure differences between the mooring 
for estimates of the geostrophic transport. It has been shown that on long timescales this is a 
good approximation to the total southward (and by mass balance also northward) MOC transport. 
 
The NOAA project MOVE, started in 2006, is the continuation of the MOVE transport array, 
while being complemented on the eastern side of the Atlantic with a German-funded and 
operated mooring (near the Cape Verde islands). To date, the array has delivered over 95% data 
return, and due to the built-in redundancy, transports are available now for the full 9.5 years 
since initiation of the program. Weakening trends in the circulation are starting to be visible, and 
with some more years of observations the reliability/significance of trend estimates will increase. 
The observed weakening transport is in agreement with a coupled climate model hindcast, and if 
confirmed would allow multi-year climate predictability. In addition to direct comparison with 
climate models (for validation or skill assessment), the MOVE data may also lend themselves for 
directly constraining climate models.  
 
The MOVE array also contributes to closing a recognized present gap in the sustained ocean 
climate observing system - techniques and programs for monitoring the circulation and 
mass/heat/freshwater transports of major current systems. This was clearly identified as a major 
need at the OceanObs09 conference in Venice. Depending on the intensity, width, and depth 
extension of the current to be observed, different approaches and technologies exist now which 
allow implementation and maintenance of such “transport reference sites”. For broad-scale and 
deep-reaching circulations, the MOVE approach of fixed-point installations with moored and 
bottom-mounted instruments to obtain horizontally and vertically integrated measurements 
throughout the watercolumn is promising. MOVE is one of the first sustained US sites which are 
aimed at filling this gap in the global ocean observing system. The present proposal covers the 
next 5 years of operation of the MOVE system. 
 
 
3. Accomplishments 
 
In the reporting period, the MOVE mooring array was serviced on a research cruise with the RV 
“Ron Brown” in June 2009, from Charleston to Barbados. Figure 1 shows the cruise track in the 
work area. Moorings MOVE4, MOVE3, and MOVE1 were recovered successfully and data from 
the PIES at locations MOVE3, MOVE2, and MOVE1 were retrieved acoustically. At MOVE3 
there were two PIES and the older one was recovered now, leaving one behind. In 2010 all PIES 
will be doubled up, in order to have 4-year deployments with 2-year overlap at each site. The 
PIES at MOVE7 was recovered with good data and was returned to the owners in Germany. The 
data from the moored instruments are complete and of good quality. Raw data processing has 
been performed, and scientific data analysis is now possible with the data, some preliminary 
results are shown below.  
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Figure 1:  Map of cruise 
track, moorings 
MOVE1, MOVE3, 
MOVE4, 
sensors/inverted 
echosounders (PIES) at 
locations MOVE1, 
MOVE2, MOVE3, 
MOVE7. Shown also is 
the location of the NTAS 
mooring which was 
serviced during the 
cruise by WHOI. 

and pressure 

 
 
 
 
 
 

 
Much of the raw data processing and calibration was carried out during the cruise. Of particular 
interest was the comparison of the new acoustic Nortek Aquadopp current meters with the old 
mechanical RCM ones which still belonged to partner groups in Europe. For this one 
overlapping year we had deployed them both at co-located depths, to test whether we might 
introduce biases by permanently moving from one type to the other. The following figures and 
tables show the encouraging comparisons at two such locations: 

 
 
 
 
Figure 2:  Comparison of the 
mechanical rotor RCM and acoustic 
Aquadopp current meters at 867m depth 
on mooring M3.  The longer scale 
variability and amplitudes/directions 
track each other very well. 
 
 
 
 
 
 
 
 
 



 
 
 
 
Table 1:  Comparison of the 
mechanical rotor RCM and 
acoustic Aquadopp current meters 
at 867m depth on mooring M3. 
The mean amplitudes and 
directions are in good agreement, 
the main differences come from 
high-frequency variability. 
 
 
 
 
 
 

 
 
 
 

 
 
 
 
Figure 3:  Comparison of the 
mechanical rotor RCM and 
acoustic Aquadopp current meters 
at 2300m depth on mooring M3. 
The mean amplitudes are larger 
and in good agreement, even 
though the variability is less 
(smoother curves) than at 867m. 
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Table 2:  Comparison of the 
mechanical rotor RCM and acoustic 
Aquadopp current meters at 2300m 
depth on mooring M3.  The large 
means and amplitudes agree well, 
but a small difference in direction is 
noted. 
 
 
 
 
 
 
 

 
As always, extreme care is required for the calibration of the 36 microcat 
temperature/conductivity sensors, since the accuracy of the density, dynamic height, and 
geostrophic transport estimates is very sensitive to any offsets in those sensors. Like in previous 
years, all microcats that were recovered (and also those which were going to be deployed) were 
attached to the CTD rosette and simultaneous vertical profiles were recorded with the CTD 
system and the attached microcats. In addition, the CTD conductivity probe was calibrated with 
water samples and high-precision salinometry carried out on board during the cruise. This 
worked extremely well, consistent results were achieved to very high precision, also in excellent 
agreement with microcat calibrations from previous years. Careful processing of the entire data 
ensembles then allows calibration of T, C, and S to the required accuracy for transport estimates. 
 
Each mooring was re-deployed within less than 24 hours of recovery, due to the short time at sea 
available. This was only possible by having enough equipment at hand to deploy at least one 
complete mooring without “turning around” any recovered instruments. Later during the cruise, 
instruments from the first recovered moorings could be re-used for new deployments. The 
deployments carried out in 2009 were the first without borrowed instruments, all microcats, 
current meters, and acoustic releases are now from NOAA MOVE purchases.  
 
Apart from the now omitted RCM current meters (replaced by the Aquadopps), the moorings 
were re-deployed in a nearly equivalent configuration as in the previous period. The 
configuration is still sparser than desirable, so that more instruments will need to be purchased 
from future funds. The tables below give information about the PIES and moorings deployed and 
the material contained in them. Note that PIES remain deployed for nominally 4 years. 
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PIES Deployments during RB-07-02, 04/2007,  and OC 449/1, 07/2008,  and RB-09-03, 06/2009 
Site PIES s/n Position Water Depth Depl. date/ period 

MOVE 3 197 SIO 16N21.36  60W29.33 4955m 15-Apr-2007 - 23-Jun-2009

MOVE 3 200 SIO 16N20.29   60N29.31 4900m 22-Jul-2008 

MOVE 2 127 IFM 15N59.28  56W56.29 4943m 23-Apr-2007 

MOVE 1 180 SIO 15N27.04  51W31.62 4965m 24-Apr-2007 

MOVE 7 128 IFM 12N15.47  57W12.07 4454m 17-Apr-2007 – 03-Jul-2009
 
 
Mooring Deployments during cruise RB-09-03, June 2009 
Site Mooring ID Position Water Depth Depl. Date 

MOVE 4 MOVE4-09 16N20.00  60W36.45 3000m 24-Jun-2009  

MOVE 3 MOVE3-09 16N20.30  60W30.30 4960m 25-Jun-2009  

MOVE 1 MOVE1-09 15N27.00  51W30.50 4970m 28-Jun-2009  
 
Mooring Instrumentation and Equipment: 
Site Nortek Aquadopp Seabird 37 MicroCat IM Acoustic Release 17" glass Float 

MOVE 4 2 - 2  31 

MOVE 3 2 21 2  62 

MOVE 1 - 15 2 38 

 
Each Mooring is equipped with 2 Elkins oceanographic titanium swivel and Esmet stainless oceanographic swivel, 
in total are 6 titanium and 6 stainless swivel deployed. 
Each Mooring has a Top-Floatation element (Aluminum Frame with 2 17” glass floats), equipped with an Iridium-
Beacon, a VHF-Radio-Transmitter and a Xenon-Flasher. 
 
The cross-sectional layout of the MOVE section as deployed now is shown in figure 4. 

 
 
 
 
 
 
 
 
 
 
Figure 4:  Placement 
of moorings and 
sensors along the 
MOVE section as 
now deployed. 
 
 
 



After the cruise, work concentrated on analyzing the data in order to obtain useful and reliable 
estimates of the various transport components in the deep southward return flow of the 
meridional overturning circulation (MOC), i.e. the transport in the NADW (North Atlantic Deep 
Water). Since we now had an unprecedented 9½ -year timeseries at hand, a special effort was 
made to prepare a complete record of data for the July MOCA conference in Montreal where the 
results were presented. Some of those are shown below.  
 
All three NADW transport components that are estimated by the MOVE array are plotted in 
figure 5. The “internal” part is the sheared (thermal wind) geostrophic transport relative to 
4950db calculated from the microcats. The “external” one is the transport estimated from bottom 
pressure gradients at 4950m via the PIES data (mean&trend for each year is removed, thus only 
intra-annual variability is available). The “boundary” transport is derived from the current meters 
on the continental slope.  

Figure 5:  Complete  9½ year timeseries of the three NADW transport components. 
 
Very large intra-seasonal variability in both external and internal transports is visible in Figure 5 
(typically 20Sv each) – these result from Rossy waves, and they represent noise for the MOC 
estimates intended. 
 
For long-term mean and trend we now make the following assumptions: 

• the external component does not contribute to a trend, but adds noise  do not include it 
• in model simulations the MOC variability is in the internal/sheared flow, so this also  

  supports the approach to omit the external transport 
• assume that on LONG TIME SCALES watermass boundaries must be zero-flow  

  levels,  i.e. 1180db (AAIW-NADW) or 4700db (NADW-AABW).   
 

With that, the Internal+Boundary transport, shifted to make the MEAN at 1180db zero, gives the 
timeseries shown in figure 6 (note that total short-term variability may be different, since 
external/bottom fluctuations missing). 
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Figure 6:  Internal+boundary transport, shifted to make the MEAN at 1180db zero, giving a mean of -
16.3Sv. 
 
 
 

 
 
Figure 7:  Trend line through the transport of figure 6, with 71% confidence limits.  
 
 
 
The result from the trend line fit in figure 7 gives 
    trend  =  +0.35 Sv/a, i.e. the  MOC has a decrease of about 3Sv over the 

   measurement period 
    with 85% certainty there is a trend larger than 0 
    there are 45 degrees of freedom 
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Whether this weakening trend is real will require a few more years of observations, but the 
observed rate is consistent with model simulations (like the FLAME model) which show natural 
variability with 8-year fluctuating trends of also 0.3Sv/year.  
 
Further, coupled model hindcasts/forecasts initialized by relaxing to observed SST (Latif, 
Keenlyside, et al), show multidecadal variability with 8-year trends going up to +/-0.4Sv/yr. 
These allow 1-10year predictive skill:  most recently, a weakening of the MOC of about 0.4Sv/yr 
is observed (and expected to continue), and should make the next decade cooler in 
Europe/N.America. Our data are consistent with those model simulations as well, and we are 
collaborating with that group to extend their runs to cover all of the MOVE period. We hope that 
this will lead to a publication in Nature.  
 
The MOVE transport timeseries being the longest directly observed component of the AMOC 
system, this record and its continuation will become extremely useful in validation and skill 
assessment of a variety of climate models being run. MOVE is represented via OceanSITES in 
the CLIVAR GSOP (Global Synthesis and Observation Panel) where just this cross-fertilization 
between sustained observations and climate models is being facilitated. Additionally, transport 
timeseries through long sections like MOVE may become an important constraint in assimilating 
climate models. 
 
MOVE directly addresses and fulfils the OCO program deliverable “to identify changes in 
thermohaline circulation and monitor for indications of possible abrupt climate change”. The 
observations from MOVE may be the first to detect changes since it is the longest existing record 
of direct thermohaline circulation transports.  
 
The funding for MOVE does not allow for any scientific analyses, only the bare operations can 
be covered with the available budget. The future construction of indices of thermohaline 
circulation strength, and the cooperation with coupled climate modeling groups for initializing or 
constraining climate forecasts will require additional resources which do not currently exist due 
to insufficient funding. This may be a funding item for the future NOAA climate services.  
 
MOVE is part of the global timeseries network OceanSITES, and thus contributes to the global 
ocean observing system. The data from MOVE are currently only retrieved once per year, i.e. in 
delayed mode. We are trying to work towards more real-time data delivery, but this can only be 
done in small incremental steps with the current funding level. After careful calibrations and 
quality control, all MOVE data become part of the OceanSITES data system, and are thus 
publicly available in a unified format for all outside users, from the central location for all the 
global timeseries data covered under the OceanSITES system (see www. Oceansites.org). 
 
 
4. Education and Outreach 
 
The MOVE project has high visibility on the Ocean Timeseries Group website at SIO 
(http://mooring.ucsd.edu). The MOVE approach and results are featured prominently in each 
year’s introductory oceanography class at SIO (over 50 graduate students from all disciplines) 
and in each year’s specialized class on observational techniques in oceanography, and always 
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attracts a lot of interest/attention from the students. Young graduate students (sometimes even 
new incoming ones) participate in each year’s MOVE cruise, as both an inspirational and 
educational experience, and thus obtain intense insights into both the drivers and the approaches 
and techniques for sustained global ocean observations. Students working on MOVE related 
topics are also invited and encouraged to attend meetings, conferences, the NOAA Annual 
System Reviews, and participate actively where possible. In addition, one post-doctoral scholar 
at SIO is making critical contributions to the MOVE effort, and at the same time is being 
prepared to continue the mission of global ocean climate observations amoung the next 
generation of ocean researchers.   
 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Kanzow, T., U. Send, M. McCartney (2008): On the variability of the deep meridional transports 
in the tropical North-Atlantic. Deep-Sea Res. I, 55, 1601–1623 
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1. Abstract 
 
An integrated boundary current observing system is being developed and initially implemented in 
the California Current. It uses a mix of gliders, moorings, inverted echosounders with pressure 
sensors (PIES), XBT sections, surface drifters, and data assimilation. The gliders are now able to 
acoustically retrieve the data from subsurface moorings and bottom-mounted PIES and to telemeter 
them to shore. Gliders and moorings are starting to reveal the spatial, temporal, and depth structure 
of the California Current and of its time variability. XBT and ARGO analyses help to connect the 
boundary current to the interior circulation. Automated bottom-released surface drifters are now 
functioning are starting to be used. Data assimilation is producing first results. The CORC project is 
thus entering a more routine and quasi-operational phase.  
 
 
 
2. Project Summary 
 
The cu rrent n ational an d i nternational O cean Observing System f or Climate co nsists o f sev eral 
components, none of which are designed for capturing the concentrated circulation systems found in 
boundary currents. This is one of the most important gaps that were identified and agreed on by the 
international community and agencies at the OceanObs09 conference in Venice. Boundary currents 
play a critical role in the climate system and for societal applications, since they carry a bulk of the 
ocean heat transport, have the largest air-sea heat fluxes, and represent the most important coastal 
ecosystems an d f isheries r egions. T herefore, ad ditional ap proaches an d su stained o bserving 
infrastructure are needed for studying and monitoring western and eastern boundary currents. 
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The C ORC project de velops, de monstrates, and implements a sy stem t hat can  f ully m onitor t he 
intensity (mass and heat t ransports) and other properties of most boundary currents in a  sustained 
and r outine mode, de livering indicators a bout the s tate of  t hose r egimes i n ne ar-realtime. C ORC 
explores a nd e xploits the c omplementarity of  s everal t echnologies a nd t echniques f or w hich t he 
P.I.’s possess a  l arge pool of  expertise, and which were pa rtly developed in pr ior CORC phases. 
These include  
• underwater gliders: upper-layer distributions of heat, currents, and some biological parameters 

every few weeks   
• end-point moorings: dynamic height differences, and thus mass transports, throughout the water 

column with high temporal resolution (horizontal integral) 
• inverted ech osounders/bottom p ressure ( PIES): 2 vertical i ntegrals ( e.g. dyna mic he ight a nd 

heat content) at each location along a section with high temporal resolution. 
• XBT sections: cost-effective upper-layer sections of heat and currents; historical comparisons 
• Surface drifters: Ekman flow and eddy activity 
• data assimilation: state estimate of heat and flow distributions, merged from all the data types, 

plus satellite altimetry and forcing fields (wind) and large-scale information.  
 
Additionally underwater telemetry is being developed for the PIES and (subsurface) moorings using 
gliders equipped with acoustic modems as “data shuttles” to the surface.  
 
Much of the OceanObs09 Community White Paper about a boundary current observing system is 
based on CORC insights and contributions from CORC investigators. The user community includes 
climate modelers and forecasters, ecosystem assessment efforts, fisheries management, and climate 
impact s tudies a nd mitigation. A  da ta m anagement a nd p ublic di stribution s ystem for boun dary 
currents is currently lacking as well, and the representation in and strong connection of CORC with 
OceanSITES may offer a way to start building public data access, for research users, agencies, and 
policy makers.  
 
The C ORC obs erving system i s be ing i mplemented a nd de monstrated i nitially in t he C alifornia 
Current w hich h as l arge cl imate an d so cio-economic r elevance a nd doe s not  ha ve a  r outine 
monitoring system. Concentration on CalCOFI line 90 i n southern California assures synergy with 
other programs, and coincides approximately with the high resolution XBT line PX31. First results 
reveal im portant n orthward f low c ores, l arge v ariability in tra nsports, and b arotropic f lows. The 
modem shuttle gliders have started to deliver quasi-daily data from the subsurface moorings.  
 
Parallel to the California Current implementation, technological and methodological developments 
continue, a nd i mplementation of  t he s ystem i n a  c limatically hi ghly r elevant w estern bounda ry 
current is  p lanned. T he in itial c hoice is  in  th e lo w-latitude w estern Pacific, w here a w estern 
boundary c urrent f eeds t he E quatorial U ndercurrent through t he S olomon S ea. T his ha s hug e 
potential climate impact by modulating the equatorial conditions for El Nino through upwelling of 
this w ater along th e e quator. Initial e xploration w ith gliders ha s r evealed dom inating e ddy 
variability a nd la rge v ertical e xtent in  th e f low th ere, w hich re quires a ddition of in tegrating 
techniques and drifters.   
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3. Accomplishments 
 

 
This task is aimed at exploiting underwater gliders to observe and monitor boundary currents that 
have an impact on the global climate system. The effort has two venues: (1) as part of the integrated 
development of techniques for monitoring boundary currents, gliders are operated in the California 
Current to observe the seasonal and interannual variability of the California Current System; and (2) 
with an eye toward using this system to observe the climatically crucial transports from the Pacific’s 
South Equatorial Current to the equatorial Pacific, a continuous series of transport transects is being 
made across the Solomon Sea. 
 

 
 
 
 
Figure A-1: Glider sampling 
along C alCOFI s urvey l ines.  
CORC g liders continuously 
observe the length of Lines 66.7 
and 90 w hile L ine 80 i s 
continuously obs erved under 
separate funding. Spr ay gl iders 
sample T, S , a bsolute v elocity, 
acoustic b ackscatter, a nd 
chlorophyll fluorescence. 
 
 
 
 
 

 
Gliders are central to the observing technology being developed to make sustained observations of 
boundary c urrents. B y repeating transects a cross t he current, t hey m easure the t emperature a nd 
salinity asso ciated w ith changing m ass an d h eat t ransports and o ther v ariables, su ch as o xygen, 
nutrients, chlorophyll fluorescence and acoustic backscatter, that are descriptors of physical climate 
impacts on the current’s ecosystems.  G liders are also fitted with acoustic modems to match those 
mounted on Pressure and Inverted Echo Sounders (PIES) and moorings (as described in Task B) to 
relay data from subsurface instrumentation. 
 
 
California Current.

Figure A -1 shows t he n etwork of  C alCOFI L ines.  G liders ha ve be en operated un der C ORC on 
Lines 90 or 93 since April 2005.  Biological sensors were added in October 2006 when sampling on 
Line 80 was begun under separate funding.  Sampling on Line 66.7 began in April 2007 and became 
continuous in April 2008. 

  

 

3.1. Task A: Glider Operations in Boundary Current Observing Systems  (Russ E. 
Davis, D.L. Rudnick, U.Send) 
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Figure A-2:  Annual a verage of  t he 
depth-average velocity from the surface 
to 50 0 m  de pth f rom a bout 3 y ears of  
glider data. 

 

 

 

 

 

 

 

Two t ypes of  S pray gl iders a re 
operated in the California Current System (CCS).  A DP-Sprays are fitted with Seabird CTDs, 750 
kHz Acoustic Doppler Profilers (ADP) that are calibrated for backscatter, and Seapoint Chlorophyll 
Fluorometers, also regularly calibrated with chlorophyll-a solutions.  This sensor suite observes (1) 
absolute ve locity pr ofiles by c ombining ve hicle s et a nd dr ift w ith the ADP ve locity s hear, and 
through geostrophic calculations, (2) chlorophyll fluorescence, which serves as an indicator of the 
lowest trophic level affected directly by physical forcing, and (3) acoustic backscatter, which serves 
as a n indicator of  zooplankton a nd f orage-fish t hat pr ey on phyt oplankton a nd a re pr ey f or 
commercially valuable f ish.  U nder other funding, a  ni trate sensor is being installed on gl iders to 
better observe the bottom-up physical forcing of phytoplankton through availability of nutrients.  In 
Transponder-Sprays the ADP is replaced by a Benthos acoustic modem matched to transponders on 
moorings and PIEs. 

A pr eliminary a nalysis of da ta on C alCOFI L ines 80, 90 and 93 a ppeared in Limnology and 
Oceanography1

 

.  The length o f t he r ecord available w hen t his an alysis w as c ompleted w as 
insufficient to clearly define even an annual signal but some aspects of the flow were clear.  F irst, 
the C alifornia U ndercurrent i s f requently t he bi g s ignal ove r t he f irst 100 km f rom s hore a nd its 
seasonality is more complex than a simple appearance of the Davidson Current in winter. Second, 
poleward f low i s t ypical of t he e ntire C CS be low 250 m.  T hird, the e ddies in t he C CS a re 
frequently p owerful ( 0 t o 500 -m av erage v elocities o f 3 0 c m/s), so metimes r emain t rapped in a 
location f or m any months, a nd a re a  m ajor or ganizing f eature f or t he phyt oplankton a nd 
zooplankton.  Statistical descriptions of some of these features are shown in figures A-2 and A-3. 

 
 

                                                 
1 Davis, R.E., M.O. Ohman, B. Hodges, D.L. Rudnick, J.T. Sherman, 2008.  Glider surveillance of 
physics and biology in the southern California Current. Limnol. Oceanogr. 53, 2151-2168. 
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Figure A-3: Sections along Lines 66.7 (left),  80 (middle) and 93 (right) of mean poleward flow (cm/s) based 
on ADP measurements (top) and geostrophic shear referenced by measured depth-averaged flow(bottom) (in 
m/s). The averages include al l gl ider sections unt il Jan 2010.  The California Current i s the shallow f resh 
equatorward flow l argely abov e 20 0 m  t hat i s apparently s plit i nto t wo branches.  N ear t he c ontinental 
slope, the depth-intensified poleward flow at all depths is the California Undercurrent of warm, salty water. 
On line 90 there is also poleward flow farther offshore. 

 

Although the depth average flow in  is still affected by eddy variability, the nearshore Undercurrent 
and a second, weaker poleward flow is evident near 1200W on Line 90 and near 1220W on Line 80.  
These f lows a re nearly undetectable i n r elative geostrophic flow referenced to 500 m, explaining 
why the extent of poleward flow has been underestimated in earlier work based on hydrography 
 
Figure A -3 s hows of fshore s ections of  mean v elocity c omputed f rom ADP da ta a nd ge ostrophic 
shear referenced by the depth-average velocity measured directly from the set and drift of the glider.  
This shows that both the poleward flows seen in depth average flow (figure A-2) are manifestations 
of largely subsurface undercurrents. 
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Figure A-4: Hovmueller diagram o f depth-averaged alongshore f low on l ine 80 ( left) and  l ine 90 ( right). 
The dashed lone indicates the location of Santa Rosa Ridge. Westward propogation is visible on line 90 west 
of the ridge. 
 
 
Figure A-4  shows the variability of the depth-averaged alongshore flow as  H ovmueller diagrams 
on lines 80 and 90.  
 
Our depth-averaged ve locity s ections of ten show l arge changes i n t he flow di stribution f rom one 
transect to another, highlighting the fast timescales in the boundary current regime. After averaging 
all the available transects, a patterns emerges, which is equal to the depth integral of figure A-3. As 
expected, the main u ndercurrent co res ar e located ag ainst the co ntinental s lopes ( 3000m-1000m 
isobaths), but there are indications of more offshore flow cores. Cumulative transport calculations 
show t hat on l ines 90 a nd 80 t he gliders miss much of  t he more of fshore s outhward f low of  t he 
California Current, w hich s hould be t ypically 4 S v or  m ore. A t l ine 66 i t seems t hat t he g lider 
section captures more of the main equatorward California Current. More discussion on the offshore 
extent of the California Current and its sampling will be found in later sections.  
 
Further a nalysis of  t he gl ider obs ervations i n comparison w ith t he modeling w ill be  gi ven i n t he 
report of Task E further below. 
 
 
 
 
Solomon Sea.  
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There are two basic mechanisms by which conditions outside the equatorial zone might impact sea-
surface temperature along t he e quator a nd, consequently, i mpact gl obal a tmospheric c limate 
variability.  W hile these mechanisms are potentially ac tive in the ENSO cycle, the case for them 
playing a central role in decadal climate variability is even stronger.  In one mechanism proposed by 
Gu and Philander,2 air-sea interaction in the subtropics can change the temperature and/or salinity 
properties of su btropical su rface w aters. T hese an omalies ar e t hen su bducted i n t he sh allow 
overturning c ell a nd f low be low t he s urface ba ck t o t he e quator. T here t hey u pwell a nd t heir 
anomalous properties p roduce a nomalous a ir-sea f luxes. McP hadden an d Z hang3

 

 have s uggested 
that a more direct and faster mechanism may be variability of the transport of the subtropical cell.  

Because t he w estern bo undary c urrent i n the S olomon S ea i s t he subtropical cell’s put ative l ink 
between t he S outh E quatorial C urrent a nd t he Equatorial Undercurrent t hat f eeds upwelling a nd 
modulates SST, C ORC i ncludes a n e xploration of  t ransport t hrough t he S olomon S ea u sing 
underwater gliders. T he goa ls a re to f ind a  s uitable s ection t hrough w hich t o measure t he 
equatorward t ransport a nd t o b egin a t ime ser ies o f t hese t ransports. The pr oject i s c ollaborative 
between S cripps, W illiam K essler o f PMEL, an d A lex Ganachaud o f t he I RD l aboratory i n 
Noumea, New Caledonia.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure A-5: Bathymetry of the Solomon Sea and i ts main transport paths. The South Equatorial Current is 
the source for both the North Queensland Current (NQC) and the path from the east southeast that becomes 
the New Guinea Coastal Current (NGCC) in the Solomon Sea.  Nominal path for our first glider operation 
and a 2007 cruise mounted by IRD are shown. The western end of a ll t ransport sect ions to date is Rossel 
Island at t he t ip of  the Louisiades A rchipelego.  The e astern end of our sections i s e ither H oniara on  
Guadalcanal or on the island of Gizo. 

                                                 
2 Gu, D., and S.G.H. Philander, 1997. Interdecadal climate fluctuations that depend on exchanges between the tropics 
and extratropics. Science, 275, 805-807. 
3  McPhadden, M.J., and D. Zhang, 2002. Slowdown of the meridional overturning circulation in the upper Pacific 
Ocean. Nature, 415, 603-608. 
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Figure A-5 depicts the Solomon Sea, some of the place names used here, and the main currents that 
carry water toward the equator.  The main transport path toward the equator is shown notionally as 
a New Guinea Coastal Current that leaves the Solomon Sea by bot h of two exist on the east and 
west sides of the island New Britain. 
 

 
Figure A-6: The seven Solomon Sea glider cruises completed between late 2007 and late 2009.  The glider 
tracks ar e s hown as  bl ack l ines and de pth-average w ater v elocity i s shown a s co lored v ectors. T he mo st 
occupied section is between Gizo in the Solomon Islands and Rossel Island at the eastern tip of New Guinea.  
Each t ransit of  t he Sol omon Se a t akes a m onth or  m ore and m ost c ruises i nvolve a r oundtrip f rom t he 
Solomons to New Guinea and back. 
 
Figure A-6 shows all the glider cruises completed in the two years between late 2007 and late 2009. 
A t otal of  seven a pproximately 10 0-day c ruises ha ve be en c ompleted. T hese show s ubstantial 
cruise-to-cruise variability both in the basin interior and in the western boundary current.  The most 
unusual c irculation w as s een i n t he F ebruary-June 2008 c ruise dur ing L a N ina c onditions in t he 
western tropical Pacific. In rough agreement with the Sverdrup transport of the anomalous winds, 
the S outh E quatorial C urrent a nd t he f low i nto t he S olomon S ea were w eak. T his m ade g lider 
progress so slow that we barely completed the cruise before power was exhausted. 
 
Transports observed over two years a re plotted in F ig. A-7. Transport i s the double integral with 
depth an d d istance al ong t he m easured sec tion of the ve locity nor mal t o t he s ection a nd he aded 
toward the equator 
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The x integral begins a t Rossel Island, each section’s western terminus, and ends a t the Solomon 
Islands. Transits in both directions are included.  T ransport integrals are computed from measured 
depth-average velocity typically spanning the upper 500-700 m. 
  
Interpretation of figure A-7 requires care because the sections are far from straight so the distances 
to the same point along two sections are quite different. In all sections, transport associated with the 
strong western boundary current is apparent and reasonably constant while interior transport varies 
markedly, s o m uch s o t hat t he n et transports f rom e arly 2008 e ssentially va nished.  W ithout 
knowing t he s easonality of  t he S olomon S ea t ransport i t is da ngerous t o a scribe causes, bu t we 
suspect this anomaly was a consequence of the La Nina winds in the western tropical Pacific at that 
time. A desire to separate seasonal and anomalous transport motivates continuation of the regular 
transport transects to p ut t he f irst t wo y ear’s d ata in t he c ontext o f t he an nual cy cle an d o ther 
forcing events. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure A-7: Volume transport Q(X) (in Sv) integrated f rom Rossel Island on the western boundary. 
Transport is based on m easured depth-average to 600 m  of measured velocity (left) and of  the geostrophic 
shear rel ative t o 6 00 m (right). T he value f or t he l argest d istance p lotted f or ea ch cu rve i s t he n et 
equatorward t ransport.  Colors ref er t o cru ises at tim es in dicated in  th e tim eline a bove. Th e lo west 
transports are from the first half of 2008 during La Nina conditions.  The largest transport variations appear 
to be in the ocean interior rather than in the western boundary current. 
 
 
Time va riation of  total t ransport (boundary c urrent a nd interior) t hrough t he S olomon s ea i s 
substantial, as i s s hown i n F ig.A-8.  T his f igure s hows b oth t he m easured transport f or e ach 
Solomon Sea crossing and also the transport carried by the geostrophic shear relative to 600 m.  The 
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two curves differ by the transport associated with extending upwards the velocity at 600 m, which is 
substantial.  The figure shows apparently strong seasonal cycles that are fairly similar between the 
measured a nd ge ostrophic-shear t ransports – several y ears o f d ata w ill b e n eeded t o d efine t he 
seasonal cycle and the non-seasonal variations associated with ENSO and other climate phenomena.  
The d ifference between measured and geostrophic shear t ransports – which appears as barotropic 
flow to our observations – is rather more constant than the shear-related transport. 
 

 
 
There are two notable features in Fig. A-8.  First, the minimum equatorward transport occurring in 
early 2008 appears to deepen the seasonal minimum at that time of year. This is  believed to be a 
result of La Nina winds in the western tropical Pacific at th 
at t ime. Second, there i s a 6 -month gap in measurements early in 2009 that r esulted f rom failure 
(but not  l oss) of  t he gl ider s cheduled t o c ontinue t he t ime ser ies d uring Mar ch-June 2009.  The 
cause of malfunction was a compute initialization problem for which a fix had been retrofitted into 
all gliders beginning just after this unit was shipped. 
 
The S olomon S ea gl ider ope rations a re the a dvanced surveillance effort f or a p otentially m uch 
larger e ffort t o ga ther more c omprehensive and hi ghly r esolved measurements of  t ransport 
variability i n t he S olomon.  T oward t his e nd, i n F all 2009 w e di spatched t wo gl iders a cross t he 
Solomon Sea, with one  scheduled to explore waters o ff t he coastline northwest o f Rossel I sland.  
One of the promising techniques for monitoring strong boundary currents uses end-point moorings 
and bot tom measurements be tween these moorings.  T he f low near Rossel I sland i s strong in the 
mean a nd h ighly tu rbulent (v ertical motions d ramatically impact g lider f light) a nd is , th erefore, 
probably not a good mooring site.  Our measurements show that the region northwest of Rossel was 
quite benign when we visited it and may be a much better mooring site.  
 
 
Acoustic Modem gliders.  
 
A fundamental t o our bounda ry-current t echnology i s us ing s ubsurface i nstrumentation t hat can 
survive strong currents as well as bottom-mounted instruments. To regularly return data from these 
instruments, unde rwater gl iders ha ve be en e quipped w ith a coustic modems t o i nterrogate t he 
subsurface instruments and relay the data through Iridium. For these applications we are still using 
Benthos 887 a coustic m odems op erating a t 8 -12 kH z. I n t he pa st C ORC ye ars w e ha ve ha d 

Figure A-8: Time series of transport: 
measured transport above 600 m depth 
(blue); transport above 600 m from 
geostrophic shear relative to the same 
depth (red).  The distance between the 
curves, the transport by the measured 
velocity at 600 m, appears to decline 
through the two years.  Although 
obscured by the gap in early 2009, it 
appears that both transports have an 
non-seasonal minimum in early 2008, 
presumably in response to La Nina 
winds during that time. 
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problems with unsatisfactory performance of these modems which needed urgent addressing in the 
period reported here. 
 
Intensive interactions w ith B enthos have f inally l ead to a  marked i mprovement i n r eliability a nd 
data t hroughput. F irstly, B enthos h ad i ntroduced a  ne w G eneration 4 o f t heir m odem e lectronics 
which ha ve a  num ber of  t echnical improvements ove r t he G eneration 3 m odel w hich were 
previously installed in our Spray glider and the deployed instruments.  We modified our software 
and hardware installations to allow use of the newer version. Then a Benthos engineer spent a few 
days at SIO to work with us, conducting tests with Spray gliders in the lab, and simulating the type 
of s ignal and da ta v olume us ed, w ith t ransmission de lays and signal-to-noise reduction 
corresponding to the long ranges we are operating under. During that visit, several problems were 
found i n t he Benthos f irmware a nd i n t he way we were us ing t he modems i n t he gl iders. A  f ew 
weeks after correcting all these issues, a Generation 4 test modem was deployed in 3000m depth off 
San Diego together with Benthos engineers, and communication with it was successfully executed 
over d istances o f u p to 5 km. T his l ead u s t o a ssemble a n ew g lider w ith the n ew m odem an d 
electronics. Tests with this gave satisfactory results, and it was commanded to head for the CORC 
moorings in late November 2009.  
 
After r edeployment of  t he C ORC moorings a nd P IES ( see T ask B ) a lso w ith n ew G eneration 4 
modems, this glider successfully transferred data from mooring CORC1 and PIES P1 on a  routine 
basis. From mid-December (deployment) until end of January, approximately 3860 temperature and 
conductivity va lues, a nd 2000 pr essure va lues w ere a coustically r ecovered f rom t he C ORC1 
mooring and the t elemetered to shore by the g lider. During the same time, the g lider t ransmitted 
approximately 1100 pressure and traveltime measurements from the PIES. 
 
The following figures demonstrate the success with glider data telemetry as it stands now.  
  

Figure A-9: Success ra tes o f t ransmitting d ata f rom 
the microcat mooring (left) and from the PIES on the seafloor (right). For each contact made with a modem, 
the percentage shows how many of the transmitted bytes of data were received and were correct. The purple 
graphs count all re-tries, the blue one just counts the attempted bytes during one session regardless of re-
tries.   
 
Overall, for the mooring, 93% of the bytes transmitted were received correctly (77% if re-tries are 
counted). For the PIES these values are 87% and 72%. This means that once contact is made, data  
can be transferred with a success rate of around 90%.  
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This t ask ha s t he goa l t o pr ovide t he e nd-point m ooring a nd i nverted e chosounder ( PIES) 
components of  the boundary current observing system. The high-light during the reporting period 
was the first recovery of moorings and PIES that had been deployed in the California Current (on 
CalCOFI l ine 90)  in September 2008, a nd r edeployment of  ne wly constructed one s w ith t he 
Generation 4 modems and with a planned increased deployment period of 2 years. This cruise took 
place dur ing 12 -20 D ecember 2009. I t r ecovered a nd r edeployed the t wo C ORC m oorings, a nd 
recovered 5 PIES and redeployed 6. Also one additional modem glider was launched near mooring 
CORC2. All recovered 29 microcats and 5 P IES had worked well and delivered full data sets, see 
below for preliminary analyses. Some fotos of the main hardware components which were deployed 
are shown in the following figures. 
 

Figure B-1: Top flo at ( left)  o f a  C ORC m ooring, w ith 
radio&satellite transmitters and a flasher on the top, and an 
inductive m icrocat ( wrapped i n c opper f oil). T he m icrocat i s 
connected t o t he i nductive t elemetry l oop, w hich us es t he 
mooring wire to allow communication between all microcats and 
the controller shown on the r ight (yellow). The controller cage 
shown above is at  3700m depth in the mooring, and passes the 
microcat dat a t o t he ac oustic m odem i n t he s ame c age ( black 

pressure ca se). T he red  h ydraulic h ose i s t he b y-pass of  t he m ooring w ire i nductive l oop, t o c onnect t he 
mooring above and below the controller cage. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure B-2: A released PIES with modem floating at the 
surface prior to recovery (left), and a new PIES (white) 
with m odem ( black) an d A quadopp  c urrent m eter 
(silver) b eing l aunched. T he yel low sp here i s a n 
additional floatation element. 

3.2. Task B: Moorings and PIES in Boundary Current Observing Systems (U.Send) 
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Figure B-3: A mo dem S pray g lider b eing p repared f or d eployment ( left), clearly showing t he mo dem 
transducer mounted on the back of the glider. Spray glider at the surface after deployment (right). 
 
 
 
Careful re-evaluations of the mooring placement and section length came to the conclusion that the 
previous mooring locations were optimal, based on t he available information. This was concluded 
from A RGO/XBT analyses such a s i n Task C , and f rom maps o f t he mean su rface f low derived 
from a ltimeter a nd s urface dr ifter da ta. T he c urrent de sign w ith a  mooring s eparation of  
approximately 700km and a total distance from shore of close to 950km is believed to capture what 
usually would be called the California Current, i.e. the enhanced flow near the eastern boundary, all 
the way out to a minimum in alongshore flow.  
 
 
 

 
 
 
 
 
 
 
Figure B-4: 
Placement of 
moorings C ORC1 and  
CORC2, and PIES P1-
P6 along C alCOFI 
line 90, as deployed in 
December 2009. 
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Figure B-5: Design of  t he t wo e ndpoint 
moorings as now deployed on line 90 (see figure B-4), 
with 15 microcats (MC-IM and MC-IMP) each. 
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With t he ex tremely car eful sen sor calibrations for t he m icrocats carried o ut o n b oard ( attaching 
them t o a  C TD r osette, a nd c alibrating t he CTD c onductivity s ensor w ith bo ttle s amples a nd 
salinometry a nalyses), first transport c alculations c ould b e c arried out f rom t he r ecovered da ta. 
Figure B -6 shows so me co mplete t imeseries f rom t he f irst d eployment ( Sep’08-Dec’09) of  t he 
horizontally integrated transport of the California Current between the two CORC moorings, with 
some surprising new results. The red line represents what is traditionally done when calculating the 
California C urrent t ransport f rom e .g. X BT or  C TD da ta – the g eostrophic f low is  re ferenced to 
500m, and the layer considered is also 500m deep. With our new data we can for the first time use a 
deeper, probably more realistic reference level, e.g. 3500m as in the magenta curve. We can see that 
the flow is likely to be weaker southward (or more northward) then. One can also see more dramatic 
transport va riations, w ith e xcursions of  up t o 10S v a nd complete t ransport r eversals. I f o ne 
considers a thicker layer, e.g. 1000m, the flow becomes even more northward, meaning that in the 
500-1000m layer there probably is predominantly northward flow.   

Figure B-6: Geostrophic transport between the two CORC moorings, for the 0-500m and 0-1000m layers, 
referenced to 500/1000db and to 3500db. Negative means southward flow. 
 
 
The ne xt s tep i s t o us e t he bot tom pr essure m easurements f rom t he P IES a t t he t wo mooring 
locations to also calculate the horizontal pressure gradient fluctuations at the reference level. With 
this, the flow fluctuations can be made absolute (though not the mean flow, since the leveling of the 
pressure sensors is unknown and thus the mean pressure gradient between them). Figure B-7 shows 
the first data that exist to determine the geostrophic flow fluctuations at the reference level and thus 
barotropic transport changes which are usually unknown/unmeasurable. We see in that f igure that 
the ba rotropic f low a dds t ransport va riations of a nother +/- 3Sv t o t he pr eviously e stimated 
transports (taken ove r t he uppe r 500 m). T his s omewhat s urprising r esult means t hat f low 
fluctuations exist at the seafloor in 3500-4000m depth, which contribute to the upper layer transport 
of the California Current.  
 
Note that the timeseries shown in figures B-6 and B-7 extend beyond the date of mooring recovery 
in mid-December 2009. T hose additional da ta a re f irst estimates of  t ransports us ing the r eal-time 
data recovered f rom t he ne wly d eployed m oorings w ith the a coustic m odem gl iders. T hey are 
preliminary a t pr esent, since on ly CORC1 mooring da ta are a vailable s o f ar ( but t his m ooring 
contributes the most to the dynamic height gradients and thus transports). 
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Figure B-7: Magenta line is the same as in figure B-6. The black line shows the additional transport in the 
0-500m l ayer resu lting f rom g eostrophic f lows a t the 3 500m ref erence l evel, d educed f rom t he b ottom 
pressure data. Adding these two components gives the total transport fluctuation in dark violet color.  
 
Finally, as a further demonstration of the data information content telemetered with the gliders since 
mid December’09, figure B-8 shows a depth-time plot of the average geostrophic current between 
the CORC moorings. This currently assumes again that only CORC1 contributes to the variability, 
since no g lider data f rom CORC2 are cu rrently available. It shows t he r ichness o f data r etrieved 
with the gliders until beginning of February 2010. 
 

 
 
 
 
 
 
 
 
 
 
Figure B-8: Horizontally averaged f low 
between C ORC1 and C ORC2 as  a 
function o f d epth, f rom m id Dece mber 
until be ginning of  F ebruary, de rived 
entirely from mooring data retrieved the 
modem g liders f rom CORC1. N ote t he 
non-linear c olor s cale to  h ighlight th e 
weaker flows below 300m depth. 
 
 
 
 
At th e tim e o f writing, the g lider 
which retrieved the above data, is on 

the way home. Two new modem gliders are under construction which will be deployed in the next 
months to retrieve CORC1 and CORC2, and the PIES data, for several months continuously. 



 FY2009 Annual Report CORC  Page 17 of 26 

 

Part 1: Analysis of High Resolution XBT transects in the California Current system 

The H igh Resolution XBT N etwork (H RX) c ollects e ddy-resolving t emperature t ransects along 
commercial shipping routes. Most lines are sampled on a quarterly basis, with temperature profiles 
from 0 -800 m a t hor izontal s eparations r anging f rom 50 k m i n mid-ocean t o 1 0 km n ear o cean 
boundaries. Two H RX tra nsects c ross th e C alifornia C urrent s ystem (F ig C -1). T hese ar e l ines 
PX37 ( San F rancisco-to-Honolulu) and P X37S (Long B each-to-Honolulu). T he l atter i s in c lose 
proximity to CalCOFI Line 90. Line PX37 has been sampled continuously since 1992.  

Analysis of  H RX da ta f rom P X37 a nd P X37S ( Fig C -1), i ncluding t emperature, s alinity, a nd 
geostrophic velocity and transport, together with Argo data over the northeast Pacific, will allow the 
more intensive CORC measurement program along CalCOFI Line 90 to be placed in the context of 
the larger eastern subtropical North Pacific domain.  

 
Figure C-1:  HRX Lines PX37 (Honolulu-San Francisco) and PX37S (Honolulu-Long Beach) are 
shown i n r elation t o C alCOFI L ine 90 ( red), and t o the mean s ea s urface s alinity and m ean 
dynamic height of the sea surface from Argo (0/2000 dbar). 
Goals are to: 

1. Define the offshore extent of the California Current and determine how much of its transport 
is beyond the usual offshore end of CalCOFI Line 90 (Fig C-1).  

2. Compare t ransport a nd va riability va riability of  t he C alifornia C urrent of f S outhern 
California ( Line P X37S) w ith th at o ff C entral C alifornia (Line P X37). Is  tr ansport 
variability correlated alongshore?  

3. Optimally m erge H RX l ines w ith Argo da ta i n t he oc ean i nterior. H ow s hould t hese t wo 
datasets be combined in order to observe both the boundary current at high spatial resolution 
and the large-scale interior?  

 
The results to date are shown in figure C-2 and C-3. 

3.3. Task C: XBT data in support of the California Current observing system 
(D.Roemmich) 
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Figure C-2: Transport of  t he 
California C urrent al ong l ine 
PX37 from HRX data from the 
coast to 129°W. 
 

 

 

 

 

 

 

 

 

 

 

Figure C-3: ARGO (top) and  
XBT P X37 ( other 3  pane ls)  
geostrophic velocities relative to 
800m. T he bot tom t wo pane ls 
show d ifferent m ulti-year 
averages, hi gh-lighting th at th e 
spatial s tructures ar e quas i-
permanent. 
 

 

The main statements so far are that HR-XBT transects 

• span the full width of  the California Current system, r esolving poleward and equatorward 
flows. 

• reveal persistent small-scale filaments in multi-year averages (right). 
• close the mass, heat, and freshwater budgets for enclosed ocean regions. 
• complement broad-scale views from Argo (above). 
• are part of the global HR-XBT Network. 
•  
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a) Analysis of historical observations in the Southern California Current System:  
 
The hydr ographic da ta from 1949 -2008, t he S VP a nd C ODE dr ifter data f rom 1 985-2008, t he 
satellite altimeter from 1992-2008 and ADCP data from CALCOFI ships are the data base for the 
continued analysis. T he c ombined dr ifter, hy drographic and A DCP obs ervations a ll of  t he 
CALCOFI lines, as was completed along Line #90 in 2008 has been completed and comprehensive 
surface circulation map the CALCOFI region is now under way. These analyses produce time-mean 
horizontal maps of surface circulation in the southern portion of the CCS and vertical sections along 
CALCOFI Lines.  
 
In addition to the SVP drifter data, we have obtained 563 C ODE drifter data observations (Figure 
D-1). Analysis shows that the time variable currents have a correlation to the time variable AVISO 
derived surface geostrophic velocity that is comparable in magnitude to that which is typical of the 
SVP drifters in the California Current System (Figure D-2). These data, for the first time, will be 
able to relate SVP velocity observations at 15m depth to the CODE observations at 50cm depth, a 
problem of considerable interest to the Lagrangian drifter community. 
 

Figure D-1: CALCOFI region SVP drifter tracks (left panel) and CODE drifter tracks (right panel).  
 

3.4. Task D:  Drifter observations and bottom release technology  (Peter Niiler) 
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Figure D-2:  The su m o f the vect or co mponent co rrelations b etween S VP d rifter ( left p anel) a nd C ODE 
drifter ( right p anel) w ith t he A VISO d erived g eostrophic t ime va riable cu rrents. B oth d ata set s sh ow 
significant relationship to the satellite altimeter derived surface geostrophic currents.  
 
b) Construction and testing of bottom release system for drifters 

 
 
 
 
 
 
 
 
 
 
 
 
Figure D-3: Bottom-moored d rifters r eady f or 
deployment 
 
 

 
The photograph in figure D-3 shows four bottom-moored drifters that are on the fantail of the ship 
that de ployed t hese i n 1 00m-water depth of f P oint L oma, San D iego i n J uly 2009 . T he w ooden 
frames s hown on t his phot o w ill be  r eplaced w ith s oluble c ardboard boxe s in ope rational 
deployments. This first test at sea was set to release 24 hours after deployment. One drifter worked 
perfectly, one drifter became entangled in the recovery cord (the white cord with the small orange 
float), one drifter did not burn the wire completely because the burn section was too long and one 
drifter became flooded. All four of these drifters are being refurbished for the second test in January 
2010 a t 100 m-depth. T he o bjective is t o o btain a p erfect release sco re f or 4  d rifters an d t hen t o 
progress to deploy 8 drifters along CALCOFI Line #90 in March 2010   
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c) Deployment of drifters in the CALCOFI observing region:  
 
The first deployment of 14 SVP drifters from the July’09 CALCOFI cruise as resulted in the three 
month long tracks displayed on Figure D-4. The second release of 14 drifters SVP drifters is going 
on during 10-12 November ’09. Dr. Carter Ohlmann at the University of California at Santa Barbara 
supervises this activity.  
 
Note that pairs of drifters are released on all seven stations. We anticipate that upon completion of 
the f irst year (four CALCOFI surveys), within the next 12-month pe riod, t he analysis of  t he two 
particle st atistics o n the d rifter p airs can  b egin. T he ca lculations w ill i nclude su ch as t he m ean 
square relative velocity, will bear on the QG vs SQG turbulence problems presently being debated 
in the literature by quantifying eddy energy over spatial scales ranging from 10's of meters to 100's 
of kilometers 

 
Figure D-4: Tracks of drifters released during the July ’09 CALCOFI survey in the CCS. 
 
 
 
 
 
 
 
 
 



 FY2009 Annual Report CORC  Page 22 of 26 

 
 
The final paper on the state estimation in the tropical Pacific from the previous CORC project was 
accepted by JGR-Oceans.  JGR.  The tropical pacific domain includes the western boundary regions 
of interest to the current project, and so some work continues on analysis of the results. 
 
The MI Tgcm/ECCO sy stem h as been s ignificantly ch anged t wice since w e b egan t he C CS 
assimilation, and we have upgraded twice and are now using the newest version of the model and 
the ECCO assimilation package.  T his version is run by Matthew Mazloff and the set-up is nearly 
identical to his successful 1/6 degree Southern Ocean State Estimate (SOSE).  We have added new 
features to the code by e nforcing smoothness of the controls, using a modal decomposition on the 
boundaries to deal with the strong sensitivity of barotropic normal velocities, and have altered the 
output routines to optimize use of local computers. 
 
The c urrent r esolution of t he C CS m odel i s 1 /16 de gree and 72 levels, a  l arge i mprovement i n 
resolution over the previous versions, and extends from 27.2N to 40N and from 230 E to the coast.  
The f irst-guess ( reference) r un us ed i nitial and bounda ry c onditions f rom a  gl obal 1 de gree s tate 
estimate c alled: O Cean C omprehensible A tlas (O CCA) f rom M IT-ECCO ( with t hanks to G ael 
Forget, Patrick Heimbach, and Carl Wunsch) that extends through 2007. 
 
The forcing for the reference run comes from the NCEP reanalysis, not the optimized forcing from 
the O CCA estimate. I f w e h ad u sed t he o ptimized f orcing, t he r eference r un w ould h ave b een a 
downscaling of the OCCA estimate for our region, but the forcing optimized for a 1 degree model 
would not  ne cessarily i mprove t he s tate of  a  1/ 16 de gree model. T he obs ervations ha ve be en 
compared with the reference model run (before the fit to observations), and the differences 
are a few times the expected error bars.  This is a reasonable starting point, from which significant 
improvement in the fit to observations is expected. 
 
We continue to evaluate wind products for the California region, including the NCEP reanalysis, 
NCEP ope rational N AM, N avy C OAMPS, a nd U CLA/JPL WRF.  None of  t hese pr oducts i s 
perfect, and di fferences i n time c overage m ake i t di fficult t o c ompare l ong m odel r uns w ith 
different forcing products. 
 
The s ystem i s pr oducing i teratively i mproved s tate estimates f or 2007 w hile t he procedures and 
software are being refined, but will soon be extended to 2009 to incorporate the observations from 
the CORC moorings being recovered soon.  The state estimate at present uses in-situ observations 
from CalCOFI, Argo, and Spray gliders, and satellite SSH and SST. 
 
To extend the state estimate into 2008 and 2009 as planned we may need to use different boundary 
conditions i f a n upda ted M IT E CCO s olution i s not  a vailable. T o a ddress t his w e e xpect t o u se 
HYCOM or just to repeat the older boundary conditions, since they will be altered by the state 
estimation.  We have experimented with boundary conditions f rom assimilated HYCOM in other 
regions, and have had some success with model runs, so it seems to be a viable option. 
 
One of the challenges of the CCS state estimation is the eddy-resolving model, which permits the 
growth of  small-scale structures taking e nergy f rom t he l arger s cales t hrough barotropic a nd 

3.5. Task E: Modelling and assimilation of CORC data in the California Current (B. 
Cornuelle) 
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baroclinic instability.  This c an re sult in s trong sensitivities to control parameters combined with 
strong nonl inearities w hich i nvalidate t he t angent l inear a pproximation us ed in t he a djoint 
procedure.  I ncreasing t he hor izontal m ixing c oefficients c an r educe t he r ate of  gr owth, but  t oo 
much m ixing can d istort th e larger s cales of th e s olution.  T he in tent is  to  f ind th e m inimum 
viscosity (diffusivity is not al tered) necessary to stabilize the adjoint at  every stage and gradually 
reduce the mixing as the solution improves and the range of linearity needed decreases.Beyond the 
assimilation, many forward runs have been made with varied viscosities to examine sensitivity to 
mixing parameterizations. Through the course of 35 iterations, the horizontal viscosity has been 
decreased a number of times, but the optimal settings have yet to be determined. 
 
The r esult of t he assi milation p rovides a d ynamically-consistent s ynthesis o f t he d isparate 
observations.  D ynamical co nsistency m eans t hat t he s tate est imate p roduces an ad justed se t o f 
controls: initial conditions, boundary conditions, and forcing that can be used with any model (or 
model r esolution) t o p erform a n i ntegration t hat s hould also b e c onsistent (within expected 
uncertainty) with the observations.  
 
Working w ith R obert T odd a nd D an R udnick, w e ha ve c oncentrated o n t he c omparison of  t he 
optimized model states to the glider observations along several lines.  T he comparisons are best at 
large space and time scales, but there are some promising agreements as well as significant 
differences. 
 
Figure E -1 shows t he m odel d omain an d t he three repeated g lider l ines.  T he a nalysis h as been 
carried out  on the two southern l ines (CalCOFI l ines 80 a nd 90) .  F igure E-2 A and B show the 
2007 mean flow f or t he t wo s ections f or t he obs ervations and model, r espectively.  T he model 
velocities s hown i n a ll f igures ha ve been t aken from a  forward r un us ing t he c ontrols s et by 35 
iterations, and with horizontal viscosity set to 10 m2/s. The main features visible in both panels are 
the southward-flowing California Current offshore and near the surface inshore, over the northward-
flowing undercurrent, which is strongest near the shore and shows several distinct cores in the line 
90 section.  The model velocities are much smoother than the data, but show similar character.  The 
velocities measured by the glider were not used in the state estimation, although the T and S profiles 
measured by the gliders were. 
 
 

 
 
 
 
 
 
 
 
Figure E-1: Model domain and t he positions 
of observations along the three 
repeated g lider l ines ( from n orth t o s outh: 
CalCOFI lines 66, 80, and 
90). 
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                               A                                                                       B 

 
Figure E-2:  Sections of time-mean flow for 2007 for glider observations (A) and model (B) 
 along CalCOFI lines 80 and 90 vs distance offshore and depth. 
 
Figure E -3 s hows depth-averaged a longshore ve locity f or t he t wo l ines as a  f unction of  di stance 
from shore and t ime.  T he averaging is the bottom, or  500m, whichever is shallower.  T he glider 
tracks a re s uperposed o n t he f igure i n gr ay t o show t he s ampling.  A  roughly s easonal c ycle is 
visible o n b oth l ines, w ith w estward p ropagation o f cu rrent p ulses v isible.  T hese ar e asso ciated 
with the seasonal upwelling, and are s tronger for l ine 90 than for l ine 80. B ecause the model run 
only c overs 2007 a t the m oment, t he s ame obs ervations a re r epeated i n F igure E -4 A   fo r 
comparison with the model depth-averaged velocity in Figure E-4 B. The model velocities are again 
smoother, but do s how the upwelling signal with similar phasing to observations, and the offshore 
propagation.  I t is interesting to see that the depth-averaged velocities are northward near the coast 
and in the Southern California Bight for most of the time. 
 

 
 
 
 
 
 
Figure E-3: Depth-
averaged o bserved 
alongshore velocity for the 
two l ines as  a f unction of 
distance f rom sh ore a nd 
time.  The averaging is the 
bottom, or 500m, 
whichever i s sh allower.  
The g lider t racks are 
superposed on t he f igure 
in gr ay t o s how t he 
sampling. 
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                              A                                                                    B 

 
Figure E-4: Panel A is the same as f igure 3 , but restricted to 2007. Panel B is the model depth-averaged 
velocity. 
 
The model analysis w ill be  us ed t o e xplore t he phys ics a nd f orcing governing t he c urrent a nd 
undercurrent be havior, through e xamination of  dyna mical ba lances, water-mass t racking, and 
adjoint s ensitivity r uns to e xamine the f orces d etermining t he a longshore f low a nd t he of fshore-
onshore overturning c irculation associated with the upwelling. The s tate est imates a re a lso useful 
for observing system simulation experiments (OSSE) to evaluate the observation strategies used in 
CORC and the validity of dynamical assumptions, such as geostrophy for transport estimates. 
 
Tests of robustness will include re-running the forced forward run at higher resolution and applying 
the adjusted forcing to another model (e.g. ROMS in the case of MITgcm assimilation). 
 
As a prelude and complement to the dynamical-model-based assimilation, statistical analysis of the 
CalCOFI time series has been carried out in order to elucidate links between the observations and 
climate indices such as SOI, NPO, PDO, and CCS upwelling indices.  The statistics are made for all 
CalCOFI variables, including Chl-a and nutrients.  The historical variability of T and S are used to 
inform t he e rror ba rs used f or f itting the p rofile da ta.  W ork i s unde rway t o c omplete t he 
climatology, i ncluding objective interpolation t o m ake s mooth m aps of  l arger-scale c omponents 
such as mean and annual cycle amplitudes and phases. 
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4. Education and Outreach 
 
The C ORC pr oject ha s hi gh vi sibility on  t he O cean T imeseries G roup w ebsite a t S IO 
(http://mooring.ucsd.edu). The CORC approach and results are featured prominently in each year’s 
introductory oceanography class at SIO (over 50 graduate students from all disciplines) and in each 
year’s specialized class on observational techniques in oceanography, and always at tracts a lot of 
interest/attention from the students. Young graduate students (sometimes even new incoming ones) 
have participated in  C ORC cruises, as b oth an inspirational and educational experience, and thus 
obtain intense insights into both the drivers and the approaches and techniques for sustained global 
ocean observations. Students working on C ORC related topics are also invited and encouraged to 
attend meetings, conferences, the NOAA Annual System Reviews, and participate actively where 
possible. In addition, one post-doctoral scholar at SIO is making critical contributions to the CORC 
effort, a nd a t t he s ame t ime i s be ing pr epared t o c ontinue t he m ission of  gl obal oc ean c limate 
observations amoung the next generation of ocean researchers.   
 
 
 
 
5. Publications and Reports 
 

 
 

Davis, R.E., M.O. Ohman, B. Hodges, D.L. Rudnick, J .T. Sherman, 2008.  G lider surveillance of 
physics and biology in the southern California Current. Limnol. Oceanogr. 53, 2151-2168. 
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1. Abstract 
 
The S olomon S ea G lider P roject h as tw o p rinciple o bjectives: f irst, to d emonstrate n ewly-
developed g lider t echnology a s a  s ustainable means of  measuring s wift a nd na rrow w estern 
boundary c urrents, a nd second, t o use t his new instrument t o monitor t he i nflow t owards t he 
equator from the South Pacific, which is thought to contribute to the variability of El Niño and 
longer-term climate fluctuations. Gliders are deployed 3-4 times/year to cross the Solomon Sea 
western boundary current system, measuring vector currents, temperature and salinity. 
 
2. Project Summary 
 
Ocean gl iders a re s mall a utonomous ve hicles ba sed on A rgo f loat t echnology ( see 
http://www-argo.ucsd.edu/FrAbout_Argo.html/), whose only propulsion is to pump oil in and out 
of a n e xternal bl adder ( Fig.1a). T his makes t he gl ider s ink a nd r ise i n t he water, and w ith its  
wings it slowly glides forward. It typically dives to 700m depth every 3-4 hours, gliding 20-25 
kilometers per day, while r eporting i ts data and r eceiving instructions by sat ellite each  t ime i t 
surfaces ( Fig.1b). A lthough t he gl ider m oves slowly, i t u ses v ery l ittle p ower an d o perates 
autonomously f or 4 to 6 m onths, s o i t c overs a  substantial di stance ( typically 2500km ). It 
measures profiles of  temperature and salinity, and current velocity is inferred f rom the gl ider's 
motion. The glider has three important advantages over previous technology: it can be deployed 
and recovered entirely by small boats near shore, making the operations much cheaper and more 
flexible than a research ship; it makes continuous observations for much longer periods than is 
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practical for a research ship; and it makes densely-spaced profiles right up to the coast. For these 
reasons, oc ean gl iders a re l ikely t o pl ay a  l arge r ole i n c limate monitoring of  t he oc ean, 
especially f or sam pling n arrow co astal cu rrents. T his p roject t ests t hat co ncept w hile al so 
providing the first time series of western inflow to the equatorial Pacific. The Spray glider used 
in t his pr oject i s de signed a nd bu ilt by  t he Instrument D evelopment G roup a t the S cripps 
Institution of Oceanography, funded by N OAA's Ocean Climate Observation program as a new 
tool f or t he c limate ob serving system. All asp ects o f t he program ar e a collaboration a mong 
scientists and engineers at NOAA/PMEL, Scripps, and the French laboratory IRD in Noumea, 
New Caledonia. 
  
The Pacific Ocean ci rculation encompasses a g reat overturning cel l in which cool, sal ty water 
sinks in the subtropics, flows at depth towards the equator, and upwells back to the surface in the 
eastern e quatorial P acific. V ariations o f th e c ell p roduce slow c hanges i n t he t emperature o f 
equatorial water, which can t hen i nfluence t he oc currence and s trength of E l N iño events a nd 
longer-term cl imate f luctuations. B ecause E l Niños af fect w eather o f t he en tire P acific an d 
beyond, c hanges of  t he ove rturning cell p lay a  major ro le in  th e y ear-to-year an d d ecade-to-
decade variations in climate.  
  
Observations s how t hat pe rhaps 7 0% of  e quatorial upw elling due  to t he ove rturning c ell 
originates from the South Pacific, with a large fraction arriving via the narrow boundary currents 
in the Solomon Sea (Fig.2). (Such powerful western boundary currents are analogous to the Gulf 
Stream, but  f low t owards t he e quator i n t he t ropics). H owever, m easuring t hese c urrents ha s 
lagged o ther el ements o f the ci rculation because the r egion is r emote and di fficult to work in, 
with strong narrow filaments of current flowing among a complex network of islands and reefs; 
as a r esult there have been only sparse measurements that have barely outlined the circulation. 
These cu rrents ar e too narrow a nd t oo c lose t o c oastlines t o be  m easured by t he br oadscale 
observing n etwork ( satellites a nd large-scale in s itu pr ograms), a nd t heir r epresentation in 
models has therefore been unchecked. Producing a time series of this system is recognized as one 
of the most important challenges in gaining a full picture of the climate of the Pacific. 
  
The Solomon Sea glider project began in mid-2007, and has conducted seven deployment cycles 
(as of October 2009) in continuous rotation since then (Fig.3). Each round-trip mission lasts 3-4 
months, c rossing t he Solomon Sea t o w ithin 5km of  t he c oast on e ach side. The program ha s 
demonstrated f irst, that gliders a re capable of  s ustained s ampling of  t his pi ece of  t he c limate 
system de pendably a nd c heaply, a nd s econd, t hat t he S olomon S ea b oundary c urrent s ystem 
supports d ramatic v ariability, seen  e specially as sociated w ith t he L a N iña co ld ev ent o f ear ly 
2008, and the developing El Niño warm event in late 2009. 
 
During FY 2010, we propose to continue deployments, pointed towards establishing an ongoing 
operational monitoring capability, to conduct sampling experiments to allow a careful estimate 
of the errors of this measurement technique, and to use the accumulating glider data to diagnose 
the circulation in connection with climate model simulations. 
 
 
3. Scientific Accomplishments 
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Work done during FY2009 was aimed at solidifying the local Solomon Islands infrastructure for 
longterm operations in this remote situation, building a firm basis to support ongoing monitoring. 
We are also testing sampling strategies and estimating the errors associated with glider sampling. 
While the previous work provided proof of concept that the instrument itself could survive and 
make us eful m easurements i n this c hallenging e nvironment, t he task now  i s t o make t he 
operations routine and the data credible. 
 
We had started from scratch in the first year (FY08), making many mistakes out of ignorance of 
local c onditions, but  ha ve now  m ade t he op erations r un f airly s traightforwardly. The p ort of  
Gizo, S olomon I slands, w as c hosen f or ope rations s ince it of fers t he shortest c rossing of  t he 
Solomon Sea, allowing extra battery l ife for repeated surveys of the boundary current within a 
single mission. Lab space and safe, dependable boat charter in Gizo are now assured. Regular 
liaison w ith lo cal a uthorities, e specially th e S olomon Islands Meteorological S ervice, is 
maintained. ( Working i n t he S olomon I slands is a lways a n a dventure, however). S hipping t o 
Gizo is still a problem, with delays due both to infrequent ship schedules and to arbitrary actions 
of local officials, that require substantial lead time. 
 
Two travelers are usually required for the on-site work. The at-sea glider is steered (remotely) to 
Gizo and r ecovered by locally-chartered small boat. I t is  inspected, d ismantled, the in ternally-
stored (engineering) data downloaded, and the instrument prepared for shipping back to the US. 
The ne w gl ider is r eceived f rom customs, t ransported to G izo, a ssembled a nd tested, a nd 
deployed.  
 
FY09 gl ider recovery/deployment operations were conducted in November 2008, March 2009, 
and July 2009 (and the PI has just returned from latest operation in early November 2009). We 
had o ne f ailure, w hen a  v oltage regulator ( a co mmercially-purchased p art) o n a ci rcuit boa rd 
failed a few days into the March deployment. The glider stopped communicating but remained at 
the surface and drifted onto a reef about 70km south of Gizo. Thanks to our visibility in the Gizo 
region (see “Education and Outreach” below), the f ishermen who found i t about 3 w eeks later 
were a ble to i dentify i t a s ou rs e ven t hough all t he m arkings ha d be en s cratched o ff, a nd t he 
instrument was returned to be repaired and serve again. 
 
Much of the effort in FY09 has gone toward testing to evaluate and tune the sampling strategy. 
There are two main issues: short-term variability that is aliased by the months-apart sections, and 
adequate sampling of the narrow western boundary current. We have used the extra battery life 
afforded by the shorter crossing from Gizo to make repeat sections: running back and forth over 
the same sect ion to t est t he consistency o f measurements at  10-20-day intervals. Also, i n July 
2009, we deployed two gliders at once, with one following the other on the same track about 10 
days behind. It is apparent from this testing that there is substantial eddy (short-term) variability, 
with typical scales of 100-200km and about a month, and we are working to characterize this and 
to c ast it into a  f ramework th at w ill a llow e valuating the resulting unc ertainty. T his e ffort i s 
complemented by the collaborative model work described below. 
 
We have made sections across the narrow western boundary current at several locations to find a 
section t hat i s c onvenient l ogistically a nd t hat a lso s amples th e e ntire c urrent (F ig.3). F low 
through the many channels between the islands of Papua New Guinea must not be omitted. Since 
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the observations have shown that the current is pressed right up to the coast (it is still strong only 
5km from the reefline), we have looked for a sect ion where the slope is steep enough that the 
glider can approach the coast this closely. After some experimentation, we now make the current 
crossing south of Tagula Island, PNG (Fig.3). 
 
In o rder t o f urther assess t he ed dy v ariability sam pled b y t he g lider, w e h ave i nitiated a 
collaboration w ith th e Bluelink m odeling g roup a t the Bureau o f M eteorology (A ustralia). 
Bluelink is an advanced ocean model (NOAA/GFDL MOM4 code) run at high resolution (1/10th 
degree) for the region around Australia, including the Solomon Sea. Comparison with the glider 
measurements shows that al though there are many particular inaccuracies in the model results, 
Bluelink gives a reasonably good por trayal of the time and space scales of eddy variability. For 
our purposes this is a valuable resource because it allows evaluating the eddy structures that alias 
the gl ider o bservations: t heir p ropagation speed a nd di rection, ve rtical s tructure, and or igin. 
Since B luelink i s r un i n ne ar-real-time, p otentially th is collaboration c ould pr ovide a now cast 
that could be useful in steering the glider away from strong adverse currents. From the modeling 
point of view, the glider data is extermely sparse and infrequent, so it is not obvious how to use it 
for model quality control (unlike, for example, a buoy that gives a continuous time series at one 
point). The Bluelink group is looking into how to use statistics from the glider measurements for 
this purpose, which will  provide a template for other climate modelers to make use of the data. 
 
The glider has now made coast-to-coast sections across the Solomon Sea since July 2007, thus 
sampling dur ing the L a N iña of  20 07-8 a nd n ow i n t he El N iño e vent t hat is developing at 
present. We had expected from theoretical considerations and simple models that La Niña would 
result i n a  r eduction in e quatorward t ransport a nd E l Niño i n a n i ncrease. ( Indeed, t his 
previously-unmeasured expectation was a  m ajor m otivation f or be ginning t he pr oject, a s it 
implies th at a n im portant f raction of the d ischarge an d r echarge o f mass an d h eat f rom t he 
equatorial Pacific occurs in the narrow western boundary currents that cannot be measured using 
the existing broadscale observational network). In fact, the transport variations have proved to be 
larger than expected; transport during the La Niña transport dropped from a mean of about 20Sv 
to near zero, and the most recent mission suggests that El Niño transport will perhaps double the 
mean. These observations will prove a powerful challenge to the ocean and climate models, and 
an important check that an ocean model must meet to be considered accurate. 
 

 
Response to the four questions on data distribution and archiving: 

a. Glider data is not distributed in real time on the Global Telecommunications System. 
b. Glider data is maintained and available online in real time at http://spray.ucsd.edu 
c. Delayed-mode data is archived and available online at http://spray.ucsd.edu 
d. Glider data is archived by mission at http://spray.ucsd.edu 

 
 
4. Education and Outreach 
 
A r equirement f or obt aining c learance t o ope rate t he S pray gl iders i n t he E EZ w aters of  t he 
Solomon Islands and Papua New Guinea is that the findings be shared in a form that is relevant 
to the needs of those countries. To meet this requirement, the PI gives lecture series at secondary 
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schools a nd c olleges, a nd meets r egularly w ith pl anning gr oups s uch a s w eather and c limate 
forecasters, and st akeholders as requested b y l ocal g overnment ag encies. I n F Y09, K essler 
lectured twice a t th e U niversity o f P apua N ew G uinea (Port M oresby, P NG), t wice a t th e 
Solomon I slands C ollege o f H igher E ducation (teachers college f or se condary sch ool sci ence 
teachers) in Honiara, Solomon Islands, twice at secondary schools in Gizo, Solomon Islands, and 
once t o a  p ublic m eeting i n G izo. These le ctures d escribed th e g lider o perations (in cluding 
inviting students to observe the glider itself), and the climate conditions that the glider monitors. 
Beyond satisfying national authorities, these activities make us welcome, and build a community 
that i s w illing t o a ssist us  w hen n eeded ( e.g., r ecovering t he gl ider t hat dr ifted onto t he r eef 
mentioned above). 
 
5. Publications and Reports 
 

 
 

No r eferreed j ournal p ublications have ye t d escribed t he S olomon Sea gl ider findings. A  
manuscript is in progress and will be published in 2010. T he PI was co-author of two relevant 
White P apers f or t he O ceanObs’09 m eeting i n V enice, I taly ( September 2009) , o ne on gl ider 
work specifically, and one on various techniques for measuring boundary currents: 
 
Rudnick, D ., R . D avis, M . O hman, W . K essler, B. O wens, F . Chavez a nd U . S end, 2009: The 

underwater glider Spray: O bservations a round t he w orld. OceanObs’09 C onference, V enice, 
Italy, 21-25 September, 2009. 

 
Send, U., R. Davis, J . Fischer, S. Imawaki, W. Kessler, C. Meinen, B. Owens, D. Roemmich, T. 

Rossby, D. Rudnick, J . T oole, S . Wijffels and L . Beal, 2009: A gl obal b oundary c urrent 
circulation observing n etwork. OceanObs’09 C onference, V enice, Italy, 21 -25 S eptember, 
2009. 

 

5.1. Publications by Principal Investigators 
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6. Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1a. A  s chematic di agram of  t he S pray gl ider. T he i nstrument i s 2 meters l ong and has a  
wingspan of  1.2 m eters. The external bladder is in a  f looded compartment in the rear, inflated 
and deflated by a n oil pump. The dive angle is controlled by moving the internal battery packs 
forward and aft on a central shaft.             
 
Fig. 1b. A  dive of the Spray glider. With antennas in the wings, the glider rolls one wing up t o 
send da ta a nd r eceive i nstructions e ach s urfacing. 
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Fig.2. Overview of the South Pacific Ocean circulation, showing the pathway of water going to 
the equator through the Solomon Sea. 
 

 
 
Fig.3. Detail of glider operating area in the Solomon Sea. The vectors show the measured current 
from each of the 7 missions accomplished to date, each making a coast-to-coast crossing. Black 
indicates land; increasingly-dark gray-shading shows ocean depths of 1000m, 500m and 100m. 



Development of an “Adaptable Bottom Instrument Information Shuttle 
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1. Project Summary   
 
The Climate Change Science Program has listed as a national priority the assessment of current 
climate change in the context of Earth’s history and a determination of the likelihood of abrupt 
changes in this century. An integrated Earth system analysis capability, incorporating ocean 
now-casting, is needed to assess the current state of the climate system. Such capability would 
allow monitoring and analysis of rapid changes so that policy and decision makers can 
understand the risks involved and consider implementing programs to limit the impact of abrupt 
changes.  A classic conundrum of physical oceanographic and climatic research has been how to 
measure the deep ocean and record data with instruments on the bottom of the ocean while also 
getting the data back to land quickly enough to be used in climate analysis and prediction. The 
existence of instruments able to telemeter the data to a ship on site was an advance towards the 
solution of the near real time problem. However, it increased considerably the cost of the 
operation due to the increasing cost of the vessels. The ocean environment is a particularly 
challenging and harsh one for the electronics that are the heart of modern measurement systems, 
and the deep ocean is typically even less forgiving. Recent scientific research has demonstrated, 
however, the critical need for data throughout the full depth of the ocean if society is to improve 
understanding and prediction of climate changes. Solutions to these challenges, therefore, must 
be sought. Funded through the 2009 OAR Assistant Administrator's Discretionary Fund (AADF) 
program, this AOML/PHOD project has sought to develop a cost-effective system utilizing 
expendable 'data pods' which would collect data from a central instrument, self-release at a user 
pre-programmed interval, surface and transmit their data back to land via satellite. The main 
advantage of the project is that deployments could be made in remote areas, with a substantial 
reduction of needed ship time. Instruments would be deployed from a research vessel. Data will 
be transmitted via satellite for up to 4 to 5 years, depending on the instruments used. At the end 
of this period, scientists will have to make the decision of whether recover or not the instruments 
base on a cost effective analysis.  This conceptual design has the advantage of being adaptable to 
many different kinds of sensors and would serve not only the NOAA Climate Goal's needs but 
would also foster cross-goal and cross-line cooperative execution by addressing some needs of 
the Ecosystem Goal as well as the Weather and Water Goal.      
 



This project proposed to develop an array of expendable glass tubes mounted around a frame 
housing an oceanographic instrument.  The data will be ported from the instrument to an external 
data controller, which will then transmit the data by short-distance radio frequency (RF) to an 
array of expendable glass-tube data pods mounted on the anchor frame. The glass tube is a well-
proven design for deep-ocean instrument housings. The cylindrical shape takes up less space on 
a mounting frame as compared to the glass sphere, allowing more data pods to be mounted on a 
smaller frame. The tubes can be designed to withstand full ocean depth to 10,000 meters. On a 5’ 
diameter frame up to 18 glass tubes may be mounted. Under the system proposed here for 
development, these tubes would be released from the frame based on a user programmable time 
interval. As each tube is released it will contain the entire record from the instrument, not just the 
data obtained since the previously released tubes. This will guarantee continuity in the data set in 
the event that there is a failure in any of the tubes. The data will be transmitted to a base station 
via satellite. At the end of the deployment period, the instrument and data controller pod could be 
recovered, while the anchor frame would be expendable.  The recovered nstrument and data 
controller could then be reused in subsequent deployments at minimal additional cost (primarily 
replacement of batteries and the anchor frame).   
 
 
2. Accomplishments  
 
Time line  

 Initial tank testing of components began in January 2009  
 Prototype data controller and data pod design completed and testing started in April 2009  
 First open ocean test of the full system was completed in September 2009  

Development of the prototype and initial test  

Additional funding to support the one-day cruise in the Straits of Florida aboard the R/V F. G. 
Walton Smith was provided by the OAR Office of Climate Observations. The purpose of the 
cruise was to complete the first open ocean tests of the new deep ocean data retrieval system, 
which has now been named the “Adaptable Bottom Instrument Information Shuttle System 
(ABIISS)”, a technology developed by AOML engineers.  

Initial development of this system, has mainly utilized a pressure-equipped inverted echo 
sounder (PIES) as the primary instrument for which data must be transmitted. The original 
design called for 16 to 18 data pods. On September 8, 2009, AOML completed a successful 
proof-of-concept field-test of a new deep ocean data retrieval system. The first prototype was 
developed and tested with only four data pods. (see Figure 1).  
 
The PIES is contained in the yellow hard-hat in the photo, while a data controller is located 
beneath the PIES inside the orange protective structure.  The vertical white structures are 
protective housings containing glass tubes which are the data pods themselves.   A PIES makes 
two measurements, round-trip acoustic travel time and bottom pressure.  These measurements 
are made on a predetermined schedule; for this test, measurements were made every 10 minutes.  
Once the PIES made a measurement the data was delivered to the data controller via an RS-232 
serial cable that comes standard with the PIES. The data controller then retransmitted the data via 
radio-frequency signals along wires laid along the frame.  It is important to note that the wires 
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that transmit data to the data pods do not penetrate the glass tubes – this is critical to avoid 
potential binding during release of the data pods.   The data pods were programmed to release 
one hour and three hours after deployment, and when they reached the surface they transmitted 
the data through the Iridium Satellite System back to land (see Figure 2). Several different 
satellite transmission systems are being investigated in order to determine optimal cost- 
effectiveness. 

 
 
Figure 1: Left: Photo of prototype ABIISS system with a PIE in the Straits of Florida.  For the prototype 
testing only four data pods were built.  The PIES was set to sample travel time and bottom pressure every 
ten minutes. Right: Data pod transmitting data via satellite after release  
 
No modifications are required to adapt any oceanographic instrument for use with the ABIISS 
system. The first open ocean test was extremely successful.  Initially a problem was detected 
with the release mechanism. The burn wire mechanism successfully burned the wire but the data 
pods had to be released with the assistance of scuba divers. The mechanical problem stemmed 
from the design of the spring-assisted release system.  This minor design flaw was corrected 
onboard the ship and the second deployment proceeded flawlessly. The data pods released as 
programmed, and once they reached the surface the data was transmitted via the iridium satellite 
system and received onboard the ship via email.  
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Figure 2.   Flow diagram for the data pod system. 
 
 
Additional photos and videos of the data pod system can be found at:  
www.aoml.noaa.gov/phod/instrument_development  
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1. Project Summary 
 

Tropical rainfall data taken over both land and ocean is particularly important to the 
understanding of our climate system.  Not only is it a tracer of latent heat, it is vital to the 
understanding of ocean properties as well, such as latent and sensible heat flux, salinity changes 
and attendant local ocean circulation changes. In addition, rain gauge observations from low-
lying atolls are required to conduct verification exercises of nearby buoy-mounted rain gauges, 
most of which are funded by NOAA’s Climate Observations’ Project (COP) program. 
 
This project supports the effort to “build and sustain the global climate observing system that is 
needed to satisfy the long-term observational requirements of the operational forecast centers, 
international research programs, and major scientific assessments”.  Our current and future 
efforts include expanding our mission to collect, analyze, verify and disseminate global rainfall 
data sets and products deemed useful for Operational Forecast Centers, International Research 
Programs and individual researchers in their scientific endeavors.  Housed in the Environmental 
Verification and Analysis Center (EVAC) at the University of Oklahoma, the EVAC has built 
upon work from past NOAA-supported projects to become a unique location for scientists to 
obtain scarce rain gauge data and to conduct research into verification activities.  These data are 
continually analyzed to produce error-assessed rainfall products and are easily assessable via our 
web page (http://pacrain.evac.ou.edu/).  We’re also actively involved in research of the tropical 
rainfall process using data obtained from this project (Morrissey, 2009). 
 

http://pacrain.evac.ou.edu/).
http://ams.allenpress.com/perlserv/?request=get-abstract&doi=10.1175%2F2008JHM1039.1


Scientists need only to access the PACRAIN web site <http://pacrain.evac.ou.edu> to obtain the 
most comprehensive Pacific rainfall data set anywhere in the world.  The Surface Reference Data 
Center web site <http://srdc.evac.ou.edu> contains validation data for various regions.  Many of 
these regional data sets are impossible or impractical to obtain elsewhere.  The EVAC serves the 
research community by actively working with individual countries in environmentally important 
locations to help provide them with infrastructure, education and other short and long-term 
support.  The return on this investment by NOAA has been significant in terms of enabling 
EVAC to provide the scientific community with critical, one-of-a-kind rain gauge data sets and 
to have established ongoing mutually beneficial relationships that should lead to future 
collaborations.  Past successes with this strategy have proven very worthwhile on a cost-benefit 
basis.   
 
Due to the importance of tropical Pacific rainfall data to climate research and operational and 
climate forecasting we work collaboratively with the Pacific Island Global Climate Observing 
System (PI-GCOS) program to effectively and efficiently match the areas of commonality 
among both COP’s and PI-GCOS’s objectives. One of these common areas is the strengthening 
of the existing Pacific observation climate network for both atmosphere and ocean. 
 
Specifically, we seek to collect all available rain gauge data 1) in environmentally critical 
locations (e.g. tropical Pacific), 2) where dense rain gauge networks exist and 3) where 
agreements can be made to help construct rain gauge networks in these critical locations.  These 
data are assimilated, homogenized, and error-checked and then made available to the general 
research community.  
 
To create the most comprehensive Pacific raingauge database possible it is necessary to continue 
to work closely with the Pacific meteorological services to help them sustain high their quality 
gauge networks. One of our most successful efforts during the last few years was (and is) the 
implementation of a large network of new manual-read rain gauges and automatic data-logger 
equipped tipping bucket rain gauges located on various atolls and islands managed by the local 
Pacific meteorological services. A total of approximately 60 automatic, high quality tipping 
bucket gauges are being operated by various Pacific Island meteorological services.  We 
currently are collecting the data in tip format and converting it to 1 minute resolution.  One of 
new efforts this year has been to conduct research using the tipping bucket data.  The research 
this year has one of the first articles on stochastic modeling tropical rain rates.  His paper was 
published in the International Journal of Climatology.  
 
Our Pacific educational program, SPaRCE (http://sparce.evac.ou.edu/) contributes in a direct 
way to the PACRAIN database through the contribution of Pacific schools taking manual read 
daily rain gauge measurements while learning about the importance of weather and climate.  
Underlying these projects is the long-term effort to help build the capacity of the all the PNMS to 
better serve their constituents.  This will ultimately result in the PNMS being able to self-sustain 
their data networks.  We continue to contribute to this effort by providing what we can in terms 
of needed supplies, education and communication infrastructure (e.g. involvement in the 
Radio/Internet; i.e. RANET project) until the PNMS become completely self-sustainable.  We 
also work collaboratively with the Secretariat for Pacific Regional Environmental Programme 
(SPREP) which is located in Apia Samoa.  SPREP acts as a communication conduit through 
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which we communicate and collaborate with the different PNMS. This project is continually in 
the process of implementation with a portion of the total number of gauges on operational status, 
some currently being shipped to the Pacific and some needing maintenance.  We work 
particularly close with the New Zealand Meteorological Service and the attached PI-GCOS 
Technical Support Project to accomplish the later objective.  
 
The PACRAIN data set has been used by many researchers for a variety of purposes (e.g. 
Delcroix et. al, 1996, Pingping Xie et al., 2007). The uses include incorporate into climate models, 
climate studies, and the verification of satellite rainfall algorithms. The data set is also refenced 
by many programs and is included in  NASA’s Global Change Master Directory. 
 
It is our belief that by working directly with local Pacific island meteorological services, we 
bring tangible benefits to the global climate research community through data base development 
and enhancement.  In turn, the local meteorological services also benefit directly through 
enhanced forecast products developed by the scientific community using these critical data sets. 
 
 
2. Accomplishments 

 
2.1. Delivering vital rainfall data to the research community through on-line access of 

the PACRAIN database (ongoing). 
   
Rain rate measurements over open ocean regions are very important in the assessment of satellite 
rain algorithms climate change and modeling of physical processes.  Until recently, no Pacific 
island rainfall measurements have been available at resolutions less than one hour.  Our new 
MetONE rain gauges tipping bucket gauges are equipped with data loggers and have been 
donated by the University of Oklahoma for this project.  In turn, they have been given to the PI-
GCOS Coordinator, headquartered at SPREP, for distribution to the various PNMS. We have 
deployed over 50 of these gauges throughout the Pacific region during 2008.  We are currently 
receiving rainfall tip data back from many PNMS and these data are inserted into the PACRAIN 
database.  These data are particularly important in the understanding of basic tropical rain 
systems and consequently, more accurate global climate models.  These data are all included in 
the PACRAIN database. 
 
The achievement of this objective could not be accomplished without the close collaboration of 
the PI-GCOS Steering Group and the current PI-GCOS Coordinator.  Other important 
collaborative groups are the Global Ocean Observing System (GOOS), the New Zealand 
Meteorological Service, and the New Zealand Institute for Research in Water and Atmosphere, 
the Australian Bureau of Meteorology, Meteo-France and the US National Weather Service.  
 
PI-GCOS Tipping Bucket Project Web site and related web sites: 
            
http://pacrain.evac.ou.edu (PACRAIN site) 
 
http://srdc.evac.ou.edu (Surface Reference Data Center site) 
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http://sparce.evac.ou.edu (Schools of the Pacific Rainfall Climate Experiment, SPARCE) 
 
http://www.pi-gcos.org/  (the P.I. initiated the PI-GCOS web site in collaboration with the 
GOSIC project at the University of Delaware.  It now under the auspices of the NOAA National 
Climatic Data Center.   
 
 
2.2. Provide high spatial density world regional rain gauge datasets for use in satellite 

rainfall algorithm verification (ongoing). 
 
EVAC maintains a database of selected high density raingauge network data for use in satellite 
rainfall algorithm assessment.  Parts of our responsibilities include operating the Surface 
Reference Data Center (SRDC), which is associated with the Global Precipitation Climatology 
Project (GPCP).  Our tasks in this capacity include identifying and collecting these data sets and 
making them available to researchers for this purpose. We also conduct studies on the errors 
involved when comparing satellite and rain gauge data. During 2008 we began research on the 
rain rate characteristics of tropical rainfall by developing a tropical point process model.  The fit 
of the model at various temporal scales was tested using the data from the tipping bucket gauges.  
 
The results of our research (Morrissey, 2009; Figure 2) indicate that the model is able to 
reproduce the rain rate statistics computed from Tongan METOne gauges quite well.  This study 
would not have been possible without the tipping bucket data.  The model now can be further 
tested at other sites which will allow the assessment the statistical characteristics unique to 
tropical rainfall.   
 

 
 

 

Figure 1.  Comparison of the the newly developed rainfall model with Tongan rain rate statisitcs 
at different time resoltuions.   
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2.3.  Maintain and Improve an Error-assessed PACRAIN Database (ongoing). 
 
The core asset of PACRAIN and SPaRCE programs is the online rainfall database.  This 
database contains historical data from several sources, and is updated monthly with the latest 
data from three sources: the National Climatic Data Center (NCDC), the National Institute for 
Water and Atmospheric Research (NIWA) in New Zealand, and the SPaRCE program.  
Additional updates are done as needed.  The pacusers mailing list is maintained as a way to 
disseminate information and provide support to PACRAIN users 
(http://pacrain.evac.ou.edu/pacusers.html).  Database changes are also cataloged online 
(http://pacrain.evac.ou.edu/changes.html).  Some database statistics: 

 
 ~2 million observations 
 ~8 thousand observations added each month 
 839 sites 
 monthly data with some records beginning  in 1874 
 daily records begin in 1942 

 
Over the past few years the PACRAIN database has undergone a number of upgrades, and this 
trend continued in FY 2006.  Previous upgrades focused on infrastructure, but the most recent 
improvements have been to the underlying data.  The quality control of PACRAIN data is an 
ongoing process, and errors are corrected as they are discovered.  A comparison of PACRAIN 
records to satellite data was performed in May to evaluate the accuracy of PACRAIN 
timestamps.  
 
In addition to specific database upgrades, other routine activities continued throughout the year.   
The PACRAIN database continues to be upgraded on a monthly basis with data from the Schools 
of the Pacific Rainfall Climate Project (SPaRCE) project, the National Climatic Data Center, 
New Zealand Institute for Research in Water and Atmosphere (NIWA), and directly from the 
individual PNMS.  Also, several journal articles have been accepted into print which details the 
PACRAIN operations and objectives. 
 
 
2.4. Current Status and Completed Work of PACRAIN Database (2009) 

 
Status: 
 
 The PACRAIN database currently contains more than 2.3 million records from 858 

unique sites. 
 Approximately 100,000 records are added to the database each year. This number has 

remained consistent for several years, although the overall data volume has dropped off 
since the 1990s, particularly among the locations that previously reported to NIWA. 
 More than 55,000 tipping bucket gauge observations were initially added to the 

database in 2008, but since then new data have not been received on a consistent basis. 
 The database is updated with new data on a monthly basis, and are available via a web-

based database interface at <http://pacrain.evac.ou.edu>. 
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 The PACUSERS mailing list is for communication with PACRAIN data users: 
<http://pacrain.evac.ou.edu/pacusers.html> 

 
Completed Work (2009): 

 
 The new PACRAIN web site has been deployed for internal alpha testing. 
 A new HOBO data logger was sent to Cook Islands for one of their tipping bucket 

gauges. 
 

Ongoing progress 
  

 Work continues to get more tipping bucket gauges deployed to the field, and to retrieve 
data from the operational gauges on an ongoing basis 

 A prototype Pacific tropical cyclone database has been developed in collaboration with 
Howard Diamond, and this is undergoing improvements as necessary. 

 PACRAIN is assisting the Solomon Islands Meteorological Service with establishing a 
cooperative observer rainfall network. 

 A quality assurance scheme is being developed for the tipping bucket gauge network to 
identify suspect observations and faulty gauges 

 Kiribati has requested help in procuring new thermometers and rain gauges. 
 The Fiji Meteorological Service has requested help in configuring their PACRAIN 

tipping bucket gauges for real-time remote access. 
 Working with Samoa weather service to get data from remote locations 

 Working with Dean Solofa to track down tipping bucket rain gauges 
 

Plans for FY 2010 
 
 PACRAIN Geodatabase 

The creation of a PACRAIN geodatabase of station locations and attributes such as data   
source,  activity, terrain, elevation, and etc. will enable further GIS (geographic 
information    system) analysis of the PACRAIN dataset.  From the creation of this 
geodatabase, a map set of each country will be produced that includes station information 
and attributes.  These maps will then be sent to the regional meteorological services so 
that they know where each site is located. 

 
    Remote Science Fair  
 This science fair will encourage projects that use the data participants collect for the 

SPaRCE project.  Since the distance between the SPaRCE headquarters and the 
participating schools is not conducive for a traditional science fair, our version will be 
online and the projects will be showcased in the quarterly newsletter.  A letter will be 
sent out in the January edition of the newsletter to inform teachers of the science fair and 
get an idea of how many would like to participate. 

 
 Website 
  A public beta version of the new web site should be online by the end of the first quarter 

of 2010. 
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2.5. Survey of PACRAIN Usage 
 
1. User Requests 
 
Last year we conducted a survey of the users of the PACRAIN database.  We maintain query log on 
our server which goes back 26 months.  In that time, 98 users (distinct e-mail addresses, 
excluding us) have made 153 queries that returned 45 million records.  Almost half of all queries 
return at least 1000 records. Most users are one-time visitors, and approximately 15% have made 
more than one query. 
 
The server logs only go back one month. In that time, the full dataset has been downloaded 14 
times, and the monthly update has been downloaded 11 times. 
 
2. Institutional Usage 
 
The PACRAIN database is hosted on NASA Goddard’s Global Change Master Directory 
(http://gcmd.nasa.gov/records/GCMD_ATOLL_RAIN_PACIFIC.html) and linked from a 
number of project web sites such as PI-GCOS: http://www.pi-gcos.org/data_access.htm, 
UCAR’s CISL Research Data Archive (http://dss.ucar.edu/datasets/ds484.0/), the U.S. Global 
Change Research Information Office (http://www.gcrio.org/datainfo/index.html).  The 
PACRAIN dataset also makes up part (303 stations) of the Global Historical Climate Network 
(GHCN) (http://www.ncdc.noaa.gov/oa/climate/ghcn-monthly/index.php) developed and 
maintained by NOAA’s National Climatic Data Center (NCDC).   The dataset forms an intergral 
part of many international project such as the Global Precipitation Climatology Project (GPCP).  
There are also many international organizations which link to our server (SOPAC, 
http://www.pacificwaterefficiency.com/links.html,. 
 
The PACRAIN dataset will also form a critical component of NASA Global Precipitation 
Measurement Program (GPM) (see below). 
 
One of the most important operational use of the PACRAIN dataset is it’s inclusion in the CMAP 
satellite/raingauge merged global precipitation estimates, managed by Pingping Xie from NOAA’s 
Climate Prediction Center (see below). 
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The CPC Merged Analysis of Precipitation ("CMAP") is a technique which produces 
pentad and monthly analyses of global precipitation in which observations from raingauges 
are merged with precipitation estimates from several satellite-based algorithms (infrared 
and microwave). The analyses are are on a 2.5 x 2.5 degree latitude/longitude grid and 
extend back to 1979. These data are comparable (but should not be confused with) 
similarly combined analyses by the Global Precipitation Climatology Project which are 
described in Huffman et al (1997). 
 
 

 
 
 
It is important to note that the input data sources to make these analyses are not constant 
throughout the period of record. For example, SSM/I (passive microwave - scattering and 
emission) data became available in July of 1987; prior to that the only microwave-derived 
estimates available are from the MSU algorithm (Spencer 1993) which is emission-based 
thus precipitation estimates are avaialble only over oceanic areas. Furthermore, high 
temporal resolution IR data from geostationary satellites (every 3-hr) became available 
during 1986; prior to that, estimates from the OPI technique (Xie and Arkin 1997) are used 
based on OLR from polar orbiting satellites. 
 
 
3. Research Usage 
 
The following list is an abbreviated list of sampled refereed journal articles citing use of the 
PACRAIN database: 
 
Greene, J. S., M. Klatt, M. Morrissey, and S. Postawko, 2008: The Comprehensive Pacific 
 Rainfall Database. J. Atmos. Oceanic Technol., 25, 71-82. 
 
Greene, J. S., B. Paris, M. Morrissey, 2007: Historical changes in extreme precipitation events in 

the tropical Pacific region.  Climate Res., 34, 1-14. 
 
Xie, P. P., A. Yatagi, M. Y. Chen, et al., 2007: A gauge-based analysis of daily precipitation over 

East Asia.  J. Hydromet., 8, 607-626. 
 
Huffman, G.J., R.F. Adler, D.T. Bolvin, G. Gu, E.J. Nelkin, K.P. Bowman, Y. Hong, E.F. 

Stocker, D.B. Wolff, 2007:  The TRMM Multi-satellite Precipitation Analysis: Quasi-Global, 
Multi-Year, Combined-Sensor Precipitation Estimates at Fine Scale.  J. Hydrometeor., 8(1), 
38-55. 

 
Huffman, G.J., R.F. Adler, D.T. Bolvin, G. Gu, E.J. Nelkin, K.P. Bowman, Y. Hong, E.F. 

Stocker, D.B. Wolff, 2007:  The TRMM Multi-satellite Precipitation Analysis: Quasi-Global, 
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Multi-Year, Combined-Sensor Precipitation Estimates at Fine Scale.  J. Hydrometeor., 8(1), 
38-55. 

 
Islam, M. N. and H. Uyeda, 2007: Use of TRMM in determining the climatic characteristics of 

rainfall over Bangladesh. Remote Sens. Environ., 108, 264-276. 
 
Kidd, C. and G. McGregor, 2007: Observation and characterization of rainfall over Hawaii and 

surrounding region from the Tropical Rainfall Measuring Mission.  Int. J. Climatol., 27, 541-
553. 

 
Delcroix, T., C. Henin, V. Porte and P. Arkin : Precipitation and sea-surface salinity in the 

tropical    Pacific Ocean, Deep Sea Research I, Vol. 43, No. 7. pp. 1123-1141. 2006. 
 
Brown, J. E. M., 2006: An analysis of the performance of hybrid infrared and microwave 

satellite precipitation estimates over India and adjacent regions. Remote Sens. Environ., 101, 
63-81. 

 
Matthews, A. J. and H. Y. Y. Li, 2005: Modulation of station rainfall over the western Pacific by 

the Madden-Julian oscillation. Geophys. Res. Letters, 14. 
 
Nicholson, S. E., B. Some, J. McCollum, et al., 2003: Validation of TRMM and other rainfall 

estimates with a high-density gauge dataset for West Africa. Part I: Validation of GPCC 
rainfall product and pre-TRMM satellite and blended products.  J. Appl. Meteor., 42, 1337-
1354. 

 
Nicholson, S. E., B. Some, J. McCollum, et al., 2003: Validation of TRMM and other rainfall 

estimates with a high-density gauge dataset for West Africa. Part II: Validation of TRMM 
rainfall products.  J. Appl. Meteor., 42, 1355-1368. 

 
Xie, P. P., J. E. Janowiak, P. A. Arkin, et al., 2003: GPCP Pentad precipitation analyses: An 

experimental dataset based on gauge observations and satellite estimates. J. Climate, 16, 
2197-2214. 

 
Kummerow, C., Y. Hong, W. S. Olson, et al., 2001: The evolution of the Goddard profiling 

algorithm (GPROF) for rainfall estimation from passive microwave sensors. J. Appl. Meteor., 
40, 1801-1820. 

 
Adler, R. F., C. Kidd, G. Petty, et al., 2001: Intercomparison of global precipitation products: 

The third Precipitation Intercomparison Project (PIP-3). Bull. Am. Meteor. Soc., 82, 1377-
1396. 

 
Kummerow, C., J. Simpson, O. Thiele, et al., 2000: The status of the Tropical Rainfall 

Measuring Mission (TRMM) after two years in orbit. J. Appl. Meteor., 39, 1965-1982. 
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Adler, R. F., G. J. Huffman, D. T. Bolvin, et al., 2000:  Tropical rainfall distributions determined 
using TRMM combined with other satellite and rain gauge information. J. Appl. Meteor., 39, 
2007-2023. 

 
Zeng, X. B., 1999: The relationship among precipitation, cloud-top temperature, and precipitable 
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2.6. Enhancement of Educational Outreach Component of the SPaRCE Program 
  
For the past 15 years the Schools of the Pacific Rainfall Climate Experiment (SPaRCE) project 
at the University of Oklahoma has been working directly with elementary and high school 
teachers around the Pacific.   During this time, we have also worked informally with the Pacific 
island meteorological services to aid them with their own local educational outreach projects.   
However, given the age of the SPaRCE materials there is a need to upgrade them to include more 
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relevant information, e.g. the PI-GCOS program, Global Warming, cyclones, cyclone 
preparation brochure, etc.  
  
As the meteorological services in the Pacific islands continue to expand and enhance their 
technological capabilities, there is an increased awareness and appreciation by meteorological 
service personnel for the need of an educated public.  For example, more cooperative climate 
observer networks are being proposed and implemented in these countries, modeled after the 
U.S. Cooperative Observers Network (e.g. in Vanuatu, Samoa, and Tonga).  There are many 
challenges in implementing a sustainable cooperative observer program in the developing 
tropical Pacific island nations, one of which is the availability of easily understood educational 
materials that can be used by meteorological service personnel in recruiting and training 
potential observers.  In addition, disasters such as the December 2004 tsunami have emphasized 
the need for a basic understanding of any potentially dangerous phenomenon, such as hurricanes, 
by the general public.  The SPaRCE program is uniquely situated to be able to both continue 
collaborating directly with schools, and to aid the meteorological personnel in the islands to 
develop easily understood educational materials that can be used in a variety of circumstances.  
Additional funding for the SPaRCE program will be used to provide Pacific island 
meteorological services with low-cost rain gauges for their cooperative observer networks, and 
to hire a student to work with meteorological service personnel to develop and deliver 
educational materials aimed at both potential cooperative observers as well as the general public.  
In addition, these additional materials would be available through the Pacific-RANET project’s 
satellite/internet broadcasts. 
 
2009 Progress Related to the SPARCE Program: 
 

 18 schools actively participating: 8 new schools have yet to send in data, 7 have sent in 
data past 12 months, and 3 have not sent in data within past 12 months 

 SPaRCE data are available via a dedicated online interface at 
<http://sparce.evac.ou.edu/> 

 Participants can enter data online at the SPaRCE website, although no participants are 
currently using this feature. 

 A quarterly SPaRCE newsletter is published and distributed to participants and other 
interested parties. 

 Ten new or reinstated sites in past 12 months 
 Updated application and supporting documents 
 Mailed out recruitment packets to over 200 schools 
 Sent letters to dormant schools 
 Contacted each Pacific meteorological service to get more schools 
 Created 2010 SPaRCE calendar for participants 
 Created a new electronic mailing list for newsletter and information distribution  

  Created a SPaRCE Facebook group to encourage participant networking 
 
Ongoing Activities: 

 
 Rewriting the SPaRCE brochure. 
 Contacting various meteorological services for addresses of local schools. 
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 Working on sending out a large mailing to schools we have had in the past 
 and new  schools (about 150 total + addresses from meteorological services), to 

 join SPaRCE. 
 Workbook updates. 
 Working on new brochure 
 Working on new workbooks for schools 

 
 
3. Publications, Workshops, and Conference Presentations 
 
3.1. Publications 
 
Morrissey M..L., 2009:  Superposition of the Neyman-Scott Rectangular Pulses Model and the 

Poisson White Noise Model for the Representation of Tropical Rain Rates. Journal of 
Hydrometeorology, 10, 395-412. 

 
Michael D. Klatt, Univ. of Oklahoma, Norman, OK; and M. L. Morrissey and J. S. Greene; 

2009: Analyses and applications of the PACRAIN tipping bucket gauge dataset, AMS 
extended abstract.  
 

3.2. Conferences and Meetings 
 

 Mark Morrissey and Susan Postawko will be attending the annual SPREP meeting, 
Apia, November 2009 

 Michael Klatt will be presenting at the 2010 AMS Annual Meeting , Atlanta, January 
2010 

 9th Annual East-West Center International Graduate Student Conference on the Asia 
Pacific Region – February 2010 (proposed) 

 Pacific Educators Conference, July 2010 (proposed) 
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1. Abstract 
 
As part of the global ocean observing system for climate, the unique role of the High Resolution 
Expendable Bathythermograph (HR-XBT) Program is in providing boundary-to-boundary 
repeating transects that resolve both the boundary currents and the corresponding interior 
circulations of the global oceans. The Scripps HR-XBT Network includes ocean-spanning lines 
in the Pacific and Indian Oceans, and is carried out in collaboration with U.S. and international 
partners making complementary measurements in all oceans. Multi-decadal HR-XBT datasets 
are used by climate researchers and ocean data assimilation modelers to understand the role of 
upper ocean circulation and variability in the mean and time-varying mass and heat balances. 
HR-XBT data are freely available in both near real-time and delayed-mode forms.  
 
2. Project Summary 
 
The High Resolution Expendable Bathythermograph (HR-XBT) Program was initiated in 1986 
along a commercial shipping route between New Zealand, Fiji, and Hawaii. It was subsequently 
expanded during the 1990’s to include basin-spanning temperature transects in all of the oceans. 
Major partners in the HR-XBT network include Scripps (Pacific and Indian Ocean), 
NOAA/AOML (Atlantic), CSIRO (SW Pacific, Indian), and Tohoku University (NW Pacific).  
The goal of the program is to document gyre-scale variations in ocean circulation and transport 
on seasonal and longer timescales. Each transect has been repeated on a quarterly basis 



throughout the duration of the program. A technician is on board in order to carry out sampling, 
with XBT probe spacing at 50 km or less in the ocean interior and as fine as 10-15 km in 
boundary currents. The ship rider also provides technical support for ancillary programs 
including improved marine meteorological sensors, Argo float and surface drifter deployments, 
underway thermosalinograph, and water sampling. Fig 1 shows the present transects sampled by 
the Scripps HR-XBT Program and its partners in the Indian and Pacific Oceans. A typical 
temperature section is shown in Fig 2. 

 
Figure 1. The HR-XBT Network in the Pacific and Indian Ocean. International partnerships are 
indicated in the notes at the bottom of the figure, the first-listed having primary responsibility. 
 
Scientific Objectives 

A primary scientific goal of the HR-XBT network is to determine whether interannual variability 
in the transport of heat by ocean currents is a major contributor to the heat budget of the ocean 
and hence to air-sea interactions and feedbacks in the climate system.  Specific scientific 
objectives of the HR-XBT program are to: 
 Measure the seasonal and interannual fluctuations in the transport of mass, heat, and 

freshwater across transects which define large enclosed ocean areas (Fig 1). 
 Determine the long-term mean, annual cycle and interannual fluctuations of temperature, 

geostrophic velocity and large-scale ocean circulation in the top 800 m of the ocean. 
 Obtain long time-series of temperature profiles along precisely repeating transects in order to 

unambiguously separate temporal from spatial variability. 
 Determine the spatial and temporal statistics of variability of the temperature and geostrophic 

velocity fields. 
 Provide appropriate in situ data (together with Argo profiling floats, tropical moorings, air-

sea flux measurements, sea level etc.) for testing ocean and ocean-atmosphere models. 
 Identify permanent boundary currents and fronts, describe their persistence and recurrence 

and their relation to large-scale transports. 
 Estimate the significance of baroclinic eddy heat fluxes. 
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In the context of NOAA’s Program Plan for Building a Sustained Ocean Observing System for 
Climate, the HR-XBT Network is a part of the Ship-of-Opportunity Networks. It directly 
addresses objective 3 of the Plan: Document the ocean’s storage and global transport of heat 
and fresh water. In the global ocean observing system for climate, the HR-XBT Program is 
unique in providing boundary-to-boundary repeating transects that resolve the ocean’s boundary 
currents as well as its interior circulations. Indeed, all five subtropical western boundary current 
systems are sampled (including the Atlantic by our NOAA/AOML partners) as well as the 
subtropical interiors, eastern boundary currents, the tropical oceans, and the high latitude oceans. 
 

 
Figure 2. Example of a recent temperature transect with 296 XBT profiles along PX37/10/44. 

The configuration of the HR-XBT Network is in accordance with the recommendations of the 
Upper Ocean Thermal Review (Smith et al., 2001, The Upper Ocean Thermal Network, In 
Observing the Oceans in the 21st Century, C. Koblinksy and N. Smith eds.) and the 
OceanObs’09 Community White Paper by Goni et al., 2009. The Scripps HR-XBT network is 
managed for compatibility with the NOAA/SEAS system, and all XBT casts are transmitted 
(Global Telecommunications System) in near real-time for operational users as well as sent to 
NODC for archiving.  The HR-XBT Network is managed in accordance with the Global Climate 
Observing System (GCOS) Ten Climate Monitoring Principles. 
 
The uses of HR-XBT data are largely by the research community, to document the roles of ocean 
circulation and variability in the climate system. HR-XBT data are used in both statistical data 
analyses and data assimilation modeling, to describe variability in both ocean circulation and 
ocean temperature. The real-time data stream is utilized in many operational ocean models.  
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3. Scientific Accomplishments 
 

 
 

3.1 HR-XBT transects 

The deliverables of the HR-XBT Program consist of (approximately) quarterly XBT transects 
along the routes shown in Fig 1 and described below. Here we provide a summary of the 
transects collected on each route, including problems encountered and measures to overcome 
them, followed by a description of how near real-time and delayed-mode data are made 
available. Further details on ships and routing, and temperature sections similar to Fig 2 are 
available at http://www-hrx.ucsd.edu .  
 
The primary challenge for the HR-XBT Program is posed by the increasingly transient nature of 
ships and routing in the commercial shipping industry, an ongoing condition that is magnified by 
the current unprecedented economic conditions. Ships are being idled and scrapped, and routes 
changed or cancelled, at rates not seen previously. Each time a ship is taken offline, we adapt 
first by trying to identify an alternate vessel from the same company. If there are none we search 
for alternate companies with service on the same route. If there are none we identify the closest 
or best alternate routing with service. These interruptions may result in a break between 
transects, and may compromise scientific objectives in the case of routes that are discontinued. 
Under normal circumstances, although sampling is nominally quarterly, there may be 3-5 
transects per year due to irregularities in scheduling. 
 
1. The zonal crossing of the North Pacific Ocean (PX37/10/44, Oakland – Honolulu – Guam - 

China) was carried out 5 times, in November 2008, January 2009, April 2009, June 2009, and 
August 2009. In addition, a southern alternate to PX37 (Los Angeles – Honolulu) was done 5 
times  to provide a second crossing of the California Current System on a trial basis and a 
closed box (PX37/37S) for transport calculation in the eastern subtropical Pacific. 

 
2. The zonal crossing of the South Pacific Ocean (PX08, New Zealand – Panama) was carried 

out 3 times in October 2008, January 2009, and April 2009. This route is sampled as an 
alternate to the preferred New Zealand – Chile, PX50 (Fig 1). The ship used on PX08 was 
taken offline in May and a new vessel is being recruited.  

 
3. The zonal crossing of the South Indian Ocean (IX15/21 Durban – Mauritius – Fremantle) 

was carried out 4 times along differing routes. Initially, the basin-crossing was pieced together 
using a route from Durban to Mauritius (continuing to Strait of Malacca) in October 2008, 
January 2009, April 2009) plus an intersecting transect from the Red Sea to Fremantle or Bass 
Strait (October 2008, January 2009, April 2009). The latter routing was discontinued in April 
due to concerns over ship-rider safety in relation to piracy near the Somali coast. Sampling 
was restored in September 2009 using a single ship (Hoegh Line car carrier) from Durban – 
Mauritius – Fremantle. The new routing is excellent from a scientific standpoint and avoids 
the region where piracy is a concern. 

 
4. The meridional crossing of the Central Pacific Ocean (PX06/09, New Zealand – Fiji – 

Hawaii or California) was carried out 5 times, in November 2008, January 2009, March 2009, 
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June 2009,  and July 2009. The vessel used in this work (M.V. Wilhelmshaven) went offline 
following the March voyage and was replaced by Maersk Phuket. 

 
5. The meridional crossing of the Western Pacific Ocean (PX05, Brisbane – Solomon Sea – 

Yokohama) This new transect, sampled once in August 2009 (with a second cruise presently 
at sea) replaces an inactive meridional route in the eastern Pacific, Chile – Hawaii. The new 
route has been strongly advocated by the CLIVAR program (South Pacific cIrculation and 
Climate Experiment, (SPICE)), and will be used by the Scripps/NOAA Consortium on the 
Ocean’s Role in Climate (CORC) in its design of boundary current observing systems.  

 
6. The Hawaii – Alaska (PX38) transect was sampled twice, in May 2009 and July 2009. There 

is at present no regular commercial shipping along this route but there are occasional U.S. 
Coast Guard and research vessel transits. 

 
7. Other short transects and collaborative support for partners. Routes PX30, PX34, and 

IX28 in the southwestern Pacific are carried out collaboratively with CSIRO, who sample 4 
transects per year on PX30 and PX34 and 6 transects per year on IX28. CSIRO has primary 
responsibility for these transects, providing logistics, coordination and most of the XBT 
probes. Scripps provides occasional ship-riders on PX30 and 480 XBTs per year (half the 
number required for PX30 and PX34). Route AX22 in the Drake Passage is carried out 
primarily with support from NSF (J. Sprintall, P.I.). The HR-XBT Program provides technical 
and logistical assistance as needed. 

 
Route (see Fig 1 and text above) Transects Total XBTs Good profiles 
    
1. Zonal crossing of the North Pacific 5 (+5 PX37S) 2312 2263 
2. Zonal crossing of the South Pacific 3 705 685 
3. Zonal crossing of the South Indian 4 1571 1537 
4. Meridional crossing of the Central Pacific 5 (+1 PX06) 1491 1445 
5. Meridional crossing of the Western Pacific 1 271 265 
6. Hawaii to Alaska 2 201 196 
7. Other short transects/collaborations See text 480 456 (est) 
    
Totals  7031 6847 
 
Table 1. Summary of transects, total XBTs dropped, and good temperature profiles. The high 
proportion of good-to-total XBTs (97%) is due to mounting of an automatic XBT launcher on the 
stern of the ships, rather than conventional hand-launching from the ship’s bridge. 
 

 3.2 Data availability 
 

All HR-XBT data are available without restriction in near real-time and delayed-mode versions. 
 

 Near real-time data are transmitted from the ship by the Scripps ship-rider using the 
NOAA/SEAS System, following quick visual inspection, and distributed via the Global 
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 Delayed-mode data are produced through expert examination of all profiles and statistical 
comparison to adjacent profiles and to previous profiles along the same track. Because 
the primary value of the data are as complete transects, we make the delayed-mode 
dataset available in transect form via the internet at http://www-hrx.ucsd.edu . Where 
delayed-mode data are not yet available (typically within 1 year of collection), our data 
manager provides best-copy versions of recent transects on request. 

 The HR-XBT dataset is archived and distributed by the National Oceanographic Data 
Center. 
 

 
 

3.3 Scientific outcomes 

The HR-XBT Network is part of the sustained ocean observing system for climate, and as such 
its scientific findings have occurred over the more than 20 years of HR-XBT sampling. Results 
of the last decade were reviewed by Goni et al. (2009), with specific examples provided for each 
of the scientific objectives listed in section 2 above. For this report, two scientific outcomes of 
the HR-XBT Program this year are highlighted, one coming from within our group and one from 
our CSIRO partnership. 
 

 
Figure 3. From Douglass et al. (2009, accepted). The heat budget components are shown for the 
North Pacific Ocean region north of PX37/10/44. Ocean heat transport is displayed using thick 
black lines (solid: model; dashed: HR-XBT data). The shaded area shows the maximum 
uncertainty in heat transport due to lack of sampling below 800m. Integrated air-sea flux over 
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the entire ocean north of the PX37/10/44 transect is shown from the NCEP reanalysis 
(triangles), and from the ECCO data assimilation model (squares). Heat storage over the same 
region is calculated from the sum of model heat transport and model air-sea fluxes (circles) and 
from XBT data in the North Pacific (stars). 
 
An analysis of the total heat budget of the North Pacific Ocean, including heat storage, air-sea 
flux, and heat transport by the ocean circulation, was carried out by E.M. Douglass, D. 
Roemmich, and D. Stammer using HR-XBT data and an ocean data assimilation model. This 
study has been accepted for publication in a special issue of Deep-Sea Research II. Results from 
data and model-based analyses are shown in Fig 3. The mean offset between northward heat 
transport from HR-XBT data and from the model (upper 2 lines) is due to lack of model 
resolution near the western boundary current and to a meridional offset in the model of the North 
Equatorial Current. Model-based and data analyses show good agreement in their temporal 
variability, demonstrating large interannual variability in the ocean heat transport. The heat 
transport and heat storage components largely balance one another, with less variability in the 
air-sea exchange component. 
 
In a study of the western boundary current system of the southwest Pacific, Ridgway et al. 
(2008) demonstrated close agreement between geostrophic transport in the Tasman Sea 
estimated from HR-XBT transect PX34 and from satellite altimetry (Fig 4). In turn, the PhD 
research by K.L. Hill showed that the Tasman Sea southward transport is strongly anti-correlated 
with eastward transport in the Tasman Front (PX06) north of New Zealand. Moreover, a multi-
decadal southward shift in the southern hemisphere westerly winds has resulted in less eastward 
transport in the Tasman Front and greater southward transport in the East Australian Current 
Extension. This work, following previous analysis by Roemmich et al. (2005, J. Clim.) helps to 
understand not only long-term temperature and salinity trends in the Tasman Sea but also the 
ecosystem impacts of climate change in the western boundary current system. 
 

 
Figure 4. From Ridgway et al. (2008). Net southward transport (Sv) between Australia and New 
Zealand, from HR-XBT line PX34 (stars) and from satellite altimetry (grey line). 
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4. Education and Outreach 
 
The Scripps HR-XBT Program has made extraordinary contributions to education by serving as 
a source of data for PhD and Master’s theses and for research by post-doctoral investigators. To 
date, seven completed PhD theses at three different institutions have used Scripps HR-XBT data 
as a primary dataset in studies of time-varying ocean circulation, global ocean heat content, 
water mass formation, and ocean heat transport:  

Michele Y. Morris (PhD, Scripps Institution of Oceanography, 1996)  
Joshua K. Willis (PhD, Scripps Institution of Oceanography, 2004)  
Takamasa Tsubouchi (PhD Tohoku University, 2006)  
Elizabeth M. Douglass (PhD, Scripps Institution of Oceanography, 2007)  
Andrew Thompson (PhD, Scripps Institution of Oceanography, 2007) 
Yueng-Djern Lenn (PhD, Scripps Institution of Oceanography, 2007) 
Katherine L. Hill (PhD, University of Tasmania, 2009) 

The increasing use of the HR-XBT dataset in recent student research is indicative of the 
increasing value of ocean observations that are sustained over a long period of time. 
 
The Scripps HR-XBT Operations Manager and the ship-riders perform an outreach function in 
relation to the shipping industry. They inform shipping company managers and ships’ crews, 
while at sea, of the objectives and results of the HR-XBT program in order to promote the 
ongoing partnership of the research community with the commercial shipping industry. This 
education function is increasingly important as new port security requirements make it more 
difficult for ships to carry non-crew members. Through these outreach efforts as well as articles 
published in shipping industry trade magazines, we inform management and crews of the need 
for their assistance in climate change research and the value of their contributions. 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Douglass, E. M., D. Roemmich, and D. Stammer, 2009:  Data-sensitivity of the ECCO state 
estimate in a regional setting.  , J. Atmos. Ocean. Tech, In press. 

 
Douglass, E.M., D. Roemmich and D. Stammer, 2009: Interannual variability in North Pacific 

heat and freshwater budgets.  Deep-Sea Res. II, Accepted for publication. 
 
Gille, S. T., A Lombrozo, J. Sprintall, G. Stephenson, and R. Scarlet, 2009: Anomalous spiking in 
spectra of XCTD temperature profiles, J. Atmos. Ocean. Tech., 26, doi: 

10.1175/2009JTECHO668.1, 1157-1164. 
 
Goni, G, D. Roemmich, R. Molinari , G. Meyers, T. Rossby, C. Sun, T. Boyer, M. Baringer , S. 

Garzoli, G. Vissa, S. Swart, R. Keeley,and C. Maes, 2010:  The Ship of Opportunity Program, 
In Proceedings of OceanObs’09: Sustained Ocean Observations and Information for Society 
(Vol. 2), Venice, Italy, 21-25 September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., 
ESA Publication WPP-306. 
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Lenn,Y.D., T.C. Chereskin, and J. Sprintall, 2008: Improving estimates of the  Antarctic 

Cicumpolar Streamlines in Drake Passage, J. Phys. Oceanogr., 38, 1000-1010. 
 
Roemmich, D., L. Boehme, H. Claustre, H. Freeland, M. Fukasawa, G. Goni, W.J. Gould, N. 

Gruber, M. Hood, E. Kent, R. Lumpkin, S. Smith, and P. Testor, 2010:  Integrating the Ocean 
Observing System: Mobile Platforms, In Proceedings of OceanObs’09: Sustained Ocean 
Observations and Information for Society (Vol. 1), Venice, Italy, 21-25 September 2009, Hall, 
J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 

 
Sprintall, J., 2008: Long-term trends and interannual variability of temperature in Drake 
Passage, Prog. in Oceanogr., 77, 316-330. 
 
Uehara, H., S. Kizu, K. Hanawa, Y. Yoshikawa, and D. Roemmich, 2008: Estimation of heat and 

freshwater transports in the North Pacific using high-resolution expendable bathythermograph 
data. J. Geophys. Res., 113, C02014, doi:10.1029/2007JC004165.  

 
 
 

5.2. Other Relevant Publications

Selected publications relevant to Section 3.3, 2nd example: 
 
Hill, Katherine L., 2009: Wind forced changes and variability in the East Australia Current. PhD 

thesis, Institute of Atarctic and Southern Ocean Studies, University of Tasmania. 159 pp. 
 
Hill, K. L., S. R.Rintoul, R. Coleman, and K. R. Ridgway, 2008: Wind forced low frequency 

variability of the East Australia Current, Geophys. Res. Lett., 35, L08602, 
doi:10.1029/2007GL032912. 

 
Ridgway, K. R., R. C. Coleman, R. J. Bailey, and P. Sutton, 2008:  Decadal variability of East 

Australian Current transport inferred from repeated high-density XBT transects, a CTD 
survey and satellite altimetry, J. Geophys. Res., 113, C08039, doi:10.1029/2007JC004664. 
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1. Abstract 
 
This pr oject c ontinues providing the l argest c ontribution to t he X BT ne twork i n t he f orm of X BT 
deployments f rom mostly c argo ve ssels, t heir d ata a cquisition, t ransmission a nd qu ality c ontrol, a nd 
support t o o ther observational ne tworks s uch a s ThermoSalinoGraphs (TSGs), gl obal dr ifter a rray, a nd 
Argo pr ofiling f loats.  X BTs de ployments s upported by  t his pr oject a re de ployed a long t ransects 
recommended by t he international c ommunity i n three d ifferent m odes: low f requency, f requently 
repeated and high density. In addition, the SEAS component of this project is use for the transmission of 
meteorological observations. 
 
 
2. Project Summary 
 
This project includes data acquisition, transmission and quality control, related to the Ship of Opportunity 
Program (SOOP) us ing volunteer merchant ships for observations of  ocean and atmospheric properties. 
The project includes three main components:  
 

• A system for the merchant fleet to acquire ocean and meteorological information and transmit it in 
real-time to users worldwide called SEAS (Shipboard Environmental Acquisition System). 

• Upper oc ean t emperature obs ervations us ing e xpendable b athythermographs ( XBTs) de ployed 
broadly a cross l arge oc ean r egions a long r epeated t ransect: t he f requently r epeated/low-density 
XBT program. 

• Upper ocean temperature observations using XBTs deployed closely spaced in order to measure 
the mesoscale field: the high-density XBT program. 

• Support of AOML TSG operations. 
• Support of drifter and Argo float operations. 
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3. Project Description 
 
This project is necessary and essential to the Department of Commerce’s mission as evidenced by two of 
the three strategic goals that comprise the Department’s mission statement: 
 

• Foster s cience a nd technological l eadership by pr otecting i ntellectual p roperty, e nhancing 
technical standards, and advancing measurement science, 

• Observe, protect, and manage the Earth’s resources to promote environmental stewardship. 
 
 
3.1. SEAS System. 
 
SEAS 2K i s a Windows b ased r eal–time s hip a nd e nvironmental da ta a cquisition a nd t ransmission 
system.  T he S EAS 2K so ftware acq uires a tmospheric an d o ceanographic d ata.  T his so ftware i s 
employed on ships of the Ship of Opportunity Program (SOOP) Volunteer Observing Ships (VOS), and 
on NOAA, University-National Oceanographic Laboratory System (UNOLS), and Coast Guard vessels. 
 
SEAS 2K is a user-friendly software that can be operated by a wide variety of users, including users with 
limited computer competence.  The operators are members of the crew of the vessels, who are extremely 
busy and have little time for computer malfunctions.  Thus, SEAS 2K was designed to be easy to use and 
thoroughly r eliable.  As new features ar e added and cu rrent features are i mproved u pon, t here i s a 
consistent effort to follow this design philosophy. 
 
SEAS 2K i s i nstalled o n m ore t han 400 s hips of  t he S OOP a nd of  t he V oluntary O bserving S ystem 
(VOS).  O ver th ree m illion S EAS m eteorological m essages a re t ransmitted p er year c onstituting th e 
largest so urce o f m arine m eteorological o bservations, w hich ar e u sed in w eather forecast p rediction 
models and analysis, such as the National Hurricane Center.  A pproximately twenty ships of the SOOP 
participate with N OAA/AOML i n de ploying a bout 13,0 00 X BTs p er ye ar us ing S EAS 2K software.  
NOAA/AOML and Scripps Institution of Oceanography are the principal users of the software.  National 
Marine Fisheries Service also runs an Antarctic line (AX22) using this code. 
 
The data acquired by the SEAS 2K system are transmitted in real-time to the Global Telecommunication 
System (GTS) and to g lobal da ta di stribution centers to be  used by scientists.  These data a re used for 
ENSO monitoring a nd pr ediction, t he i nitialization of  c limate models a t c enters f or e nvironmental 
prediction and in delayed mode for research related to seasonal to decadal c limate studies of the upper 
ocean thermal layer.  There are no restrictions on sharing this information as it is distributed in real time 
on the GTS. 
 
Additionally, SEAS 2K software creates a series of reports, which describe point of departure, route and 
arrival of a ship. These reports are transmitted using Standard-C and include ships in a r eal-time search 
and rescue database. 
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3.2. Frequently Repeated/Low-Density XBT Operations. 
 
There are three main modes of deployment of XBT probes: Low Density (LD), Frequently Repeated (FR) 
and High Density (HD) (Table I). Most of the probes used in this work are Sippican Deep Blue, which 
reach depths between 750 and 800 m. 
 
Frequently repeated XBT t ransects are mostly located in t ropical regions. These t ransects t ypically run 
north/south, a nd c ross t he e quator or i ntersect the l ow l atitude e astern bounda ry. T hese t ransects a re 
geared to monitor strong seasonal to interannual variability in the presence of intra-seasonal oscillations 
and other small-scale geophysical noise. They are intended to capture the large-scale thermal response to 
changes i n e quatorial and extra-equatorial w inds. S ampling i s ideally on a n e xactly r epeating t rack to 
allow s eparation of  t emporal a nd s patial va riability, although s ome s pread is pos sible a nd a lways 
expected. These l ines are preferably covered 18 t imes per year with an XBT drop every approximately 
150 km (or 6 deployments per day).  This mode of sampling intends to draw a balance between the spatial 
undersampling, with good temporal sampling inherent in LD deployments and the good spatial sampling, 
marginal temporal sampling of  HD deployments.  I ncreasing both the temporal and spatial sampling in 
frequently r epeated t ransects r elative to low-density s ampling g reatly d ecreases t he r isk o f al iasing i n 
equatorial regions. 
 

MODE Spacing Frequency 
Low Density (LD) ~ 250 km 12 times per year 
Frequently Repeated (FR) ~ 150 km 18 times per year 
High Density (HD) ~25 km 4 times per year 

 
Table I. Spacing and frequency sampling of the three different modes of XBT deployment. 

 
The L D or  broadly spaced X BT m ode i s us ed t o investigate the large-scale, l ow-frequency m odes of 
climate variability, while making no attempt to resolve the energetic, mesoscale eddies that are prevalent 
in much of the ocean, features that are investigated by XBT transects in HD mode. Sampling in LD mode 
has be en t he do minant mode i n t he e arly da ys of  t he S OOP ne twork. T he c urrent L D ne twork i s 
comprised of  da ta us ually f rom S OOP X BT t ransects around t he gl obe, w here s ampling i s d one o n a  
monthly ba sis, w ith f our X BT de ployments pe r da y a long t he t rack of  t he s hip.  Occasionally t hese 
transects a re al so sam pled t hrough b asic r esearch an d operational experiments i n w hich X BTs ar e 
deployed to observe various oceanographic processes. 
 
AOML maintains several of  t he r ecommended F R a nd L D t ransects ( Figure 1 ), w ith s ome of  t hem 
operated in cooperation with international partners from France, Australia, and Noumea (Table II). All FR 
and LD transects lead by the U.S. utilizes SEAS 2K software. 
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Table II. XBT transects performed by AOML and other institutions, as well as their current status 
and the year in which operations on these lines started. 

 
 
3.3. High Density XBT Operations. 
 
This pr ogram i s de signed t o measure t he uppe r oc ean t hermal s tructure i n ke y r egions of  t he A tlantic 
Ocean (Figure 1). XBTs in HD mode are deployed approximately every three months and are deployed 
approximately 25 km apart (Table I) in order to measure the mesoscale structure of the ocean to diagnose 
the ocean circulation responsible for redistributing heat and other water properties globally. This transects 
are carried globally (Figure 1), with AOML taking the lead in the operations in the Atlantic Ocean (except 
for AX03 and AX22, see Table II). 
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Figure 1.  Location of the High Density and Frequently Repeated XBT transects recommended by 
OceanObs 2009. The countries leading each transect is indicated in Table II. 

 
 
3.4. Scientific and Operational Goals. 
 
This pr oject a ddresses both ope rational a nd s cientific goa ls of  t he N OAA pr ogram f or bui lding a  
sustained ocean observing system for climate. Specifically, AOML manages a g lobal XBT network that 
provides subsurface temperature data. 
 
Scientific Goals 
 
The s easonal t o i nterannual va riability i n up per oc ean heat c ontent a nd tra nsport is  m onitored to  
understand how the ocean responds to changes in atmospheric and oceanic conditions and how the ocean 
response m ay f eedback t o t he i mportant cl imate f luctuations su ch as t he N orth Atlantic O scillation 
(NAO). Additional obj ectives o f t his p roject ar e t o p rovide t he resulting d ata t o i ncrease o ur 
understanding of  t he d ynamics of  the s easonal t o i nterannual a nd de cadal t ime s cale va riability a nd t o 
provide data for model validation studies. 
 
Operational Goals 
 
The data resulting from this project helps to document the ocean heat storage and global transport of heat 
and f resh water, w hich is  c rucial to  improving c limate p rediction models th at a re in itialized w ith 
temperature p rofiles. One pr imary obj ective of  t he A OML X BT c omponent of  t he internationally 
coordinated SOOP is to provide oceanographic data needed to initialize the operational climate forecasts 
prepared by  NCEP.  Global coverage i s now required as the forecast models not  only s imulate Pacific 
conditions but global conditions to improve prediction skill. 
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3.5. Rationale 
 
Data from these transects have been used extensively (Meyers et al, 1991; Taft and Kessler, 1991; Goni 
and B aringer, 2002) .  F or e xample, t he s cales of mode w ater a nd the distribution and c irculation of  
associated water properties can be  r eadily captured by L D/FR sampling (Hanawa and Yoritaka, 1999) .  
XBT data are also used in ocean analysis and in climate model initialization.  For instance, for El Nino 
prediction XBT da ta complement t hat f rom the TAO a rray a nd f rom s atellite-derived se a su rface 
temperature an d se a h eight o bservations.  T he u se o f X BT d ata serves t o m easure t he se asonal an d 
interannual fluctuations i n t he uppe r l ayer he at s torage, n ow be ing c omplemented by pr ofiling f loat 
measurements.  Heat transport and geostrophic ocean circulation can be measured using the high-density 
XBT data that determines the meso-scale field. 
 
Within this context, AOML monitors six XBT transects in HD mode to determine properties in the upper 
layers of  t he Atlantic O cean ( Figure 1 a nd 2) .  The continuation of  A X07 and A X10 and t he 
implementation of AX08 and AX18 were recommended by the Upper Ocean Thermal Review Panel in St. 
Raphael in 1999.  The location of the transects recommended at the St. Raphael meeting and the GCOS 
Implementation Plan (GCOS-92) are based o n sp ecific ad vantages o f eac h l ines location.  HD t ransects 
AX07 and AX10 have been maintained since 1994 and 1996, respectively, providing a homogeneous data 
set f or more t han a d ecade.  S ustained o bservations f rom t hese an d t he o ther t hree H D t ransects a re 
required to have observations with adequate spatial and t emporal r esolution for c limate s tudies.  H igh-
density observations in AX08, AX18, AX25, and AX97 provide observations in poorly surveyed regions.  
A summary of the justification for each of the HD transect is provided below. 
 
• The HD XBT transect AX07 is located nominally along 30°N extending from the Straits of Gibraltar 

in the eastern Atlantic to the east coast of the United States at Miami, Florida. This latitude is ideal for 
monitoring heat flux variability in the Atlantic because it lies near the center of the subtropical gyre, 
which has been shown to be the latitude of the maximum poleward heat flux in the Atlantic Ocean.  

 
• The HD XBT transect AX10 is located between New York City and Puerto Rico. This line closes off 

the United States eastern seaboard, where subtropical temperature anomalies could have the greatest 
interaction with the atmosphere.  This transect was chosen to monitor the location of the Gulf Stream 
and its link to the NAO. 

 
• The HD X BT t ransect AX08, a co mponent o f t he T ropical A tlantic Observing System, cr osses t he 

tropical A tlantic in  a  N W-SE d irection b etween N orth A merica a nd South A frica.  H istorical d ata 
along A X08 a nd ot her historical t emperature observations in t he t ropics e xhibit de cadal a nd multi-
decadal si gnals.  I t h as b een h ypothesized t hat t his l arge time scal e s ignal m ay cau se a tmospheric 
variability.  Given the importance of the tropical Atlantic in  c limate variability, and the scarcity o f 
observations i n t his r egion, da ta o btained f rom t he measurements a long t his t ransect a re k ey t o 
improving our understanding of  the ocean and our  ability to forecast cl imate.  Temperature profiles 
obtained f rom th is tra nsect w ill help to  m onitor the m ain z onal currents, c ountercurrents a nd 
undercurrents in the tropical Atlantic and to investigate their spatial and temporal variability. 

 
• The HD X BT t ransect AX 18, w hich r uns be tween C ape T own a nd S outh A merica ( Montevideo, 

Uruguay, or  B uenos A ires, A rgentina) i s ge ared t owards i mproving t he c urrent c limate obs erving 
system in the South Atlantic, a region of poor data coverage.  S imilarly to the AX07 transect in the 

http://www.aoml.noaa.gov/phod/hdenxbt/ax10_home.html�
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North Atlantic, the goal of  AX18 is to monitor the meridional mass and heat t ransport in the upper 
800 m across 30oS.  Given the importance of the South Atlantic and the scarcity of observations in this 
region, data obtained from the measurements along this transect will be used to investigate the role of 
the South Atlantic in improving climate forecasts. 

 
• The HD XBT transect AX25 was implemented to monitor the variability in the upper layer interocean 

exchanges between South Africa and Antarctica on seasonal and interannual time scales. In addition, 
by exploiting the relationship between upper ocean temperature and dynamic height, XBTs are used to 
infer velocities and to monitor the various frontal locations in the region. 

 
• The HD XBT transect AX97 supports the MOVAR Project (from Portuguese: Monitoring the upper 

ocean t ransport v ariability in th e w estern S outh A tlantic) a nd e volved o ut of in ternational 
collaboration efforts of the low-density program. The fluctuations of the zonally integrated baroclinic 
transport across this transect will be studied and linked to the variability of the Brazil-Malvinas frontal 
region.  This region is critical since Brazil Current rings are the main mechanism to carry subtropical 
waters to high latitudes. 

 

 
 

Figure 2. Location of  t he f our High D ensity t ransects ( AX07, A X08, A X10, a nd A X18) 
maintained solely by N OAA/AOML, a nd t he two t ransects ( AX25 a nd A X97) m aintained in 
collaboration w ith t he University of C ape T own a nd t he F ederal U niversity of  R io G rande, 
respectively. 

 
 
3.6. Partnerships. 
 
AOML maintains sev eral X BT t ransects an d other co mponents o f t he S EAS o perations w ith t he 
collaboration of domestic and international partners, in order to lower costs and increase efficiency. This 
collaboration includes: 
• Providing probes t o o ceanographic i nstitutions t hat h ave demonstrated r eliability i n l ogistics a nd 

operations, 
• Provide software maintenance, 
• Contracting riders (HD transects only) to deploy the probes, 
• Providing equipment (computers, antennas, etc) and software, and 
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• Carrying joint analysis of the data. 
 
The SOOP program and the HD program also partner with other NOAA funded programs and national 
partners including: 
• The Thermosalinograph (TSG) operation. 
• The global drifter program (drifters deployed on HD lines) 
• The global ARGO program (ARGO floats deployed on HD lines) 
• The United State Coast Guard (AMVER vessel emergency response system is integral to SEAS) 
• The National Weather Service (through SEAS transmissions of weather observations and from NWS 

port meteorological officer collaborations for loading and greeting ships). 
• For more complete partnerships see the international and domestic collaborations sections below. 
 
 
3.7. Data Availability and Project Web Sites. 
 
Details of this project, such as logistics, equipment, software, and data distribution, are provided through 
links that c an be  accessed t hrough t he m ain NOAA/AOML G lobal Ocean O bserving S ystem ( GOOS) 
web page www.aoml.noaa.gov/phod/goos. 
 
• SEAS:  http://www.aoml.noaa.gov/phod/trinanes/SEAS/ 
• HD:  http://www.aoml.noaa.gov/phod/hdenxbt 
• FR/LD:  http://www.aoml.noaa.gov/phod/goos/ldenxbt 
 
Data from the LD, FR and most HD deployments are transmitted to the GTS and made available in real-
time f or o perational climate f orecast an d an alyses.  D ata f rom t he i nternational c ollaboration a re not  
always available in real-time.  HD data is also made available on the project web site listed above. 
 
 
4. Accomplishments and Highlights 
 
4.1.  SEAS System. 
 
The main a ccomplishment dur ing F Y 200 9 w as t he maintenance a nd i mprovement of Irid ium 
transmission for XBT and TSG observations in SEAS 2K. This involved the update of several modules in 
the s oftware t o monitor the Iridium s ignal f or m ore reliable transmissions a nd the improvement of  t he 
Iridium antenna/modem connection by means of an integrated devise in order to guarantee a minimum in 
signal loss. These improvements allow for a reduction in transmission cost for the program. 
 
Every year the focus of our work is to improve, update and support the SEAS 2K program.  This includes 
ongoing de velopment of  t he f ollowing s oftware m odules: meteorological (b ulletins), automated 
meteorological, XBT, and TSG observations. Figure 3 provides the locations of the approximately 13,400 
SEAS 2K XBT and 325,000 TSG observations transmitted into the GTS during FY2009. 
 
In a ddition, t ime a nd e ffort w as s pent i n s upport of  S EAS 2K, by  pr oviding t raining a nd ope rational 
support to users in system operations, data tracking during cruises, and trouble shooting problems at sea 
in real-time.  T he specific accomplishments for each component within this system are out lined in this 
report. 
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4.2. Meteorological System (VOS ships) and SEAS Software 
 
The SEAS 2K meteorological ( MET) s oftware is c onstantly b eing upgr aded with c orrections as 
recommended by the National Weather Service.   
 
The a utomated M ET s ystem i s c omplete f or i ntegration w ith t he W oods H ole O ceanographic Institute 
automated meteorological s tation.  A utomated M ET c ontinues be ing de veloped f or t he N OAA fleet t o 
integrate SEAS2K with the Scientific Computing System (SCS). The software module is being constantly 
updated to collect d ata f rom t he S CS s ystem us ing s ocket t ransfer.  Transferring t hese da ta into the 
Automated M ET c apability of  S EAS 2K  c ontinue be ing t ested.  Once f inalized, th e d ata w ill be 
transmitted off the ship using ship email. 
 

Approximately 700 merchant s hips currently have SEAS s oftware i nstalled, a nd s upported t hrough t he 
NWS/NDBC (R obert L uke) V OS P rogram. These s hips t ransmitted a bout 200,000 meteorological 
bulletins us ing S EAS software dur ing F Y 2009 (Figure 4) .  T his contribution constitutes 10 % of non -
satellite global marine weather observations. 
 

  
 

Figure 3.  SEAS 2K transmissions of (left) XBTs and (right) TSGs into the GTS during FY2009. 
 

 
 

Figure 4.  SEAS 2K transmissions of meteorological bulletins into the GTS during FY2009. 
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4.3. Frequently Repeated/Low-Density XBT Operations. 
 
In vi ew of  t he i mplementation of  t he A rgo P rogram a nd t he a vailability of  s atellite a ltimetry da ta, t he 
international SOOP community decided in 1999 to gradually phase out  LD t ransects while maintaining 
sections op erated i n F R a nd H D m odes.  H owever, t he ability of  ot her obs erving s ystems, s uch a s 
profiling f loats, t o c ontinue t he i mportant r ecords i nitiated by mechanical B Ts a nd by X BTs i s s till 
unknown.  S ome L D t ransects c ontain time s eries as l ong a s 30 ye ars w ith m uch hi gher h orizontal 
resolution than that available from the fully implemented ARGO program.  T hese time series are longer 
than 50 years if mechanical BTs are included.  A full report of the XBT deployments by transect is shown 
at: http://www.aoml.noaa.gov/phod/goos/ldenxbt/index.php. 
 
During FY 2009, LD sampling maintained the reduced levels of the previous year and FR transects were 
continued.   In view of the seasonal to interannual emphasis for the use of the XBT data, most transects 
that cr oss t he eq uator and ar e l ocated i n t he subtropics w ere co ntinued.  S ome o f t hese transects w ere 
maintained exclusively by A OML an d o thers were m aintained as  a p artnership b etween A OML an d 
international collaborators with probes provided by AOML. 
 
AOML currently maintains the following transects in LD/FR mode (Figure 1): AX07, AX08 and AX10 in 
the Atlantic Ocean, and PX08, PX10, PX13, PX26, PX37 and PX44 in the Pacific Ocean. 
 
The current goal of this project is to have these transects occupied at least 12 (16) times per year in LD 
(FR).  S ome of these transects are also occupied in HD mode, which are carried four t imes a y ear, and 
need t o be occupied a l esser number o f t imes per year.  T he number of  XBT de ployed i n each l ine i s 
shown i n the A OML X BT r eport that c an be  ob tained f rom t he G OOS w eb pa ge a t: 
http://www.aoml.noaa.gov/phod/VOS/REPORTS/. 
 
 
4.4. High Density Mode Operations. 
 
Figure 5  shows a ll XBT deployments to da te for each of  the f ive HD transects maintained by  AOML.  
XBT d eployments al ong H D t ransects p receded as p lanned i n p revious y ears. Note t hat AX25 i s 
scheduled for only twice each year due to ice coverage.  S everal ships were recruited (see Recruitment). 
We co ntinue ex periencing di fficulties w ith t he AX18 r oute f rom C ape T own, S outh A frica t o B uenos 
Aires, Argentina.  The shipping company we used has discontinued this transect and there are currently no 
shipping companies sailing between these ports.  We continue to actively search for a new ship with the 
help of colleagues in Argentina and South Africa.  During FY 2009 this transect was performed by ships 
traveling from Cape Town to Santos, Brazil, a  route that is s lightly shifted north from AX18.  Because 
this section is largely justified based on the ability to provide transoceanic heat transport estimates across 
the su btropical g yre in the S outh A tlantic, t he exact p ort l ocations i s l ess i mportant b ecause the h eat 
transport will not change dramatically between these latitudes in this region.  H owever, since we prefer 
repeated routes we will continue to search for a replacement vessel for AX18. 
 
The l ocations of  XBT deployments a long e ach t ransect du ring FY 2009 a re s hown on t he AOML HD 
XBT web p age (http://www.aoml.noaa.gov/phod/hdenxbt/high_density_home.php).  A summary o f a ll 
the cruises conducted in FY 2009 can be found in Table III.  A total of 22 High Density XBT cruises were 
conducted with 3099 X BTs de ployed, 21 A RGO pr ofilers a nd 37 S VP D rifting buoys .  A dditionally, 
more than 860,000 TSG records were obtained also from ships of the SOOP. 
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Note that for Table I II we use the start date of the cruise for f iscal year reporting, despite the fact that 
cruises typically t ake 5  t o 2 5 d ays t o complete. I n t his p ast f iscal y ear a  total o f f ive t ransects w ere 
performed o n A X07 a nd A X10, w hile three transects w ere c arried ou t on A X08 and A X18.  T his is 
largely due to slight scheduling shifts in the cruise scheduled for September.  Next year AX07 and AX10 
will officially report 3 cruises in the fiscal year.  It is  important to notice that this does not imply either 
undersampling or  ove rsampling i n any of  t he HD t ransects.  A ll t he H D t ransects a re now  ope rating 
normally and offer no concerns. 
 

 
 

Figure 5.  Locations of all AOML XBT deployments in HD mode. 
 
 

Transect 
Designation No. of Sections  Total No. of 

XBTs Avg. No. of XBTs Percentage of 
Good XBTs 

ARGO 
deployed 

Drifters 
deployed 

AX07 5 951 190.0 91.9 4 24 

AX10 5 489 97.8 91.8 0 1 

AX08 3 735 245.0 95.9 11 12 

AX18 2 338 169.0 98.2 0 0 

AX25 2 364 182.0 94.0 6 0 

AX97 5 223 44.6 98.7 0 0 

Total 22 3099 140.9 94.4 21 37 

 
Table III:  T able s ummarizing t he X BTs, A rgo a nd dr ifters de ployed on t he f ive main hi gh-
density XBT lines operated by AOML during FY 2009. 
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In addition to the work performed in previous years, the increased communication between our  LD/FR 
international partners led us to the incorporation during FY 2009 of  a  new AOML HD transect: AX97. 
This n ew t ransect g rew o ut o f our international c ooperation w ith B razilian s cientists w ho ha ve be en 
studying t he i ntensity a nd va riability of  t he Brazil C urrent be tween R io de  J aneiro a nd t he I sland of  
Trinidade, off the coast of Brazil.  During FY 2009 five HD cruises were completed by our collaborators 
and t he d ata w ere p rocessed b y A OML.  S everal o f t hese cr uises w ere co mpleted u sing a SEAS 2K 
system provided by A OML with data transmitted in real-time. Although real-time data transmission was 
not p ossible f or al l c ruises d ue t o t he u se o f B razilian “g rey” n avy ships, w e ex pect a considerable 
increase in real-time transmissions during the next fiscal year. 
 
 
4.5. International Collaboration. 
 
AOML Provides probes to oceanographic institutions that have demonstrated reliability in  logistics and 
operations.  T hese pr obes a re us ed t o c arry out r ecommended t ransects in F R and H D modes.  By 
providing probes to international partners, AOML saves the cost of ship greeting for transects that would 
be difficult and expensive to maintain from the U.S. 
 
AOML provides probes to the following international collaborators: 
• IRD, Noumea, 1 pallet, collaborator: Mr. David Varillon 
• FURG, Brazil, 1 pallet, collaborator: Dr. Mauricio Mata 
• IRD, France, 1.75 pallets, collaborator: Mr. Denis Diverres 
• CSIRO and Bureau of Meteorology, Australia, 2 pallets, collaborator: Ms. Lisa Cowen 
• South African Institute for Aquatic Biodiversity, 0.3 pallets 
 
The pr obes provided to N oumea a re be ing de ployed a long l ines that c ross t he e quator in t he western 
Pacific t o c omplement PX13 an d PX08 i n t he cen tral an d east ern P acific. T he pr obes pr ovided t o 
Australia ar e u sed t o a b asin w ide transect i n t he I ndian O cean t hat cr osses t he eq uator an d t o p artly 
support a high density transect between Tasmania and Antarctica.  The XBTs provided to Brest are used 
along l ines that c ross t he e quator in t he A tlantic O cean a nd t hose pr ovided t o B razil a long t he A X97 
transect in the subtropical South Atlantic that monitors the Brazil Current. 
 
AOML provided a  total of  5.75 p allets (1863 XBTs) to these partners. Most of  the da ta obtained f rom 
these XBTs were placed into the GTS in real-time. For those ships that are not currently transmitting the 
data in real-time, we a re exploring the possibility of  installing computers and transmitting antennas for 
real-time data distribution.  Most of the data collected from these deployments were submitted to NODC.   
 
These XBTs were deployed in the following transects: 
• Noumea: PX09, PX30, PX51 
• Brazil: Sao Paulo-Isla de Trinidade (AX97) 
• France : AX05, AX20, AX11 
• Australia : IX12, IX28 
• South Africa: Mozambique Channel  
 
Additionally, several agencies are currently collaborating with this project.  The Argentine Hydrographic 
Naval Office (SHN) provides the personnel to deploy the XBTs on AX18; the University of Cape Town 
provides for the deployments along AX08 and AX25.  The South African Weather Service is our contact 
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in C ape T own a nd D urban t o store t he e quipment i n be tween t ransects a nd to provide s hip r iders.  
Deployments along AX97 are done in collaboration with the Federal University of Rio Grande, Brazil. 
 
Drs. Gustavo Goni and Molly Baringer are involve in data analysis and scientific collaboration activities 
with scientists from University of Cape Town, South Africa, and University of Rio Grande, Brazil (see 
publications) 
 
 
4.6. Domestic Collaboration. 
 
The following is a summary of the domestic collaboration that involves AOML SOOP operations: 
 
• In support o f t he NOAA-funded “Surface pCO2 Measurements f rom Ships” (Drs. R ik Wanninkhof, 

Richard Feely, and G. Goni, PIs), AOML provided 1.5 pallets (486 XBTs) to NOAA/NMFS in Rhode 
Island to be deployed along the pCO2 transects AX32 and AX02. 

 
• NOAA/AOML a lso pr ovided 3 c ases of  X BTs i n s upport of  t he N OAA-funded MASTER ( Meso-

American System Transport and Ecology Research), off the Mexican and Belizean Yucatan, between 
16°-22°N, 90°-80°W.  These cruises are performed twice a year. 

 
• NOAA/AOML collaborates with the National Weather Service to provide maintenance of SEAS 2K 

software to transmit marine meteorological observations. 
 
• Through an agreement with the U.S. Coast Guard, NOAA/AOML provide real-time information about 

the l ocation of  s hips w ith the S EAS 2K so ftware installed, w hich i s used f or se arch an d r escue 
operations. 

 
• Additional collaboration with the Global Drifter and Argo Programs are detailed below. 
 
 
4.7.  Data Transmissions and Data Flow. 
 
XBT p rofiles ar e t ransmitted i n real-time t hrough t he Thrane S tandard C  un its.  A OML i s now  
continuously using Iridium transmission in the XBT and TSG operations in the Oleander (AX29) using a 
direct Internet connection and SMTP e-mail.  Iridium transmissions are also done continuously from the 
TSG installed in the M/V Explorer of  Semester a t Sea and in the Horizon Navigator, which covers the 
AX10 transect. The ratio of XBTs deployed to real time data transmitted is essentially 100%. 
 
The XBT profiles undergo automatic quality control (AQC) procedures at AOML.  Those profiles that fail 
the A QC a re s ubmitted t o v isual q uality c ontrol ( VQC) u sing a  M ATLAB ba sed c ode developed at  
AOML, i n w hich a n ope rator de cides w hether o r not  t o s end t he da ta t o t he G TS. Probe f ailure ( as 
measured by the AQC) remains consistently between 5% and 10% with greater higher failure rates in the 
higher la titudes during the hemispheric winters. F rom those p rofiles that f ails the AQC, approximately 
80% are approved during the VQC. Typically about 97% of all profiles are approved during the quality 
control pr ocess a nd s ubmitted t o t he G TS. T he de velopment of  t his ne w s oftware f or V QC a ctivities 
constitutes an i mprovement f or t he X BT ope ration in ge neral. F or e xample th is s oftware p rovides the 
capacity of detect systemic and random problems with the XBT operations, such as electrical faults in the 
XBT hand-launchers, or bad weather carrying the XBT wires to contact the hull of the ship, in real-time. 
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This al lows t he technical t eam at  AOML t o co mmunicate w ith t he r iders in H D cr uises to minimize 
problems during the deployment minimizing the lost of probes or  the acquisition of bad profiles during 
these cruises. The transference of the VQC activities from NOAA HQ to AOML was completed during 
FY 2009. 
 
 
 
4.8. Data Tracking. 
 
The data tracking operation was transitioned during FY 2009 from NOAA HQ to AOML. This operation 
is aimed to the verification of data flows from the source (observation platform) to the processing centers, 
where the data is analyzed, quality controlled, and sent to the Telecommunication Gateway at NWS from 
where the data is inserted into the GTS. Since this is a v ery complex process, the tracking of these data 
ensure th at the in formation obt ained by di fferent obs ervation pl atforms a re r eceived a nd t hat they a re 
generated with the correct codification so that it can be successfully inserted into the GTS. Otherwise the 
data cannot be used or, if communication problems are not detected, lost. Routinely, the flow of different 
kinds of oceanographic data, including XBT, TSG, buoys, drifters and TAO/PIRATA arrays are verified 
in a daily basis. 
 
Among the several problems that may occur, the most common are: 
• Specified platform type not expected from a specific group of headers, 
• Data is received from ships with unknown Call Sign, 
• Observations are transmitted with wrong date/time, 
• Duplicate data is being sent, and 
• Data drops: the data is transmitted but it is not reaching its destination. 
 
When an encoding or transmission problem is found, the type of data and the source is determined and the 
person responsible i s contacted.  A  software under development a t AOML helped in the automation of  
this task during FY 2009. The software is based on the comparison of several data sources from AOML, 
the S EAS t eam, t he N WS C ommunication G ateway a nd t he G TS. The c ode allows t he de tection of  
several of the previously cited most frequent problems, creating a daily report of the oceanographic data 
flow st ate. This r epresents a  g reat im provement f or th e d ata-tracking t ask s ince many i ssues can  b e 
detected qui ckly r educing t he ope rator e ffort. N evertheless ne w t ypes of  e rrors oc cur a ll t he t ime, 
requiring the intervention of the operator to ensure the success of the operation. 
 
 
4.9. Data Base. 
 
The SEAS XBT auto-QC System (XBTRT) and the automatic transfer of ndc files from SEAS to AOML 
were operational except for downtime due to hardware/software maintenance. The tasks being performed 
are: m aintain t he X BTRT sy stem, m anagement of  t he XBTRT ope rational da tabase r esiding i n a  
commercial Database Management System, review the daily electronic mail sent by the XBTRT system 
to detect and report possible problems, assist in identifying data t racking problems, and provide advice 
regarding software issues. 
 
 
4.10. New Visual Quality Control (VQC). 
 



      FY2009 Annual Report: Ship of Opportunity Program               Page 15 of 26 
 

The Visual Quality Control (VQC, F igure 6 ) is a  Graphical User In terface (GUI) developed at AOML 
Miami th at a llows a  u ser to  a pprove o r re ject XBT p rofiles th at h ave not m et th e minimum s pecified 
standards of the Automatic Quality Control System. Accepted profiles are automatically sent to the GTS. 
When the operator rejects a profile, the data-flow process automatically receives a message to not place 
that p rofile in th e G TS. A OML does a  V QC f or a n a verage of  2 pr ofiles e very day, w hich can va ry 
dramatically if there are high-density cruises being done or communication problems. A useful advantage 
of the VQC is the real-time ability to recognize systemic and random problems with the XBT operations, 
such as electrical faults in the XBT hand-launchers, or bad weather carrying the XBT wires to contact the 
hull of the ship. 
 
The AOML VQC system is an upgrade to the previous VQC Matlab script used in Silver Spring, with 
additions of  incorporating geographical position, proximity to other profiles in t ime or  position, and an 
easy to use GUI. The VQC GUI allows the user to evaluate the profile based on s eeing error envelopes 
for bot h 5  and 10 s tandard de viations. A dditionally, a ll f lagged pr ofiles i n t he qu eue a re s hown i n a  
secondary g raph to e asily v isually compare p hysical f eatures. T he G UI a lso h as u ser-friendly m ouse 
enabled features such as zoom and profile selection. 
 

 
 

Figure 6.  Screen sh ot o f t he n ew A OML V QC so ftware f or X BT p rofiles. T he m ain gr aph 
displays a n envelope of  5 a nd 10 s tandard d eviations, the c limatology ( blue l ine) and t he X BT 
profile ( red line). T he white l ines represent s imilar o bservations (from CTD o r profiling f loats) 
inside a radius of 500 km and ± 5 days of the XBT observation. 

 
 
 
4.11. SEAS Updates. 
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The following updates were performed as part of the SEAS operations: 
 
• Finish conversion of AMVER/SEAS server software to new system and DBMS, 
• Assessment o f p ossibility o f installing B ackup ser ver i n Miami an d est ablish a ppropriate V PN's 

between AOML and Vizada, 
• Replace machines at Gateway with new servers once converted, and 
• Write software to allow SMTP e-mail communication from vessels by the ship riders. 
• Upgrade of transmission module for TSG data to monitor satellite signal strength before attempt data 

transmission. 
• Upgrade of  the XBT module to include the option of  setup a  drop plan for di fferent types of  probs 

automatically. 
 
 
4.12. Metadata and BUFR. 
 
XBT data are being tested coded in BUFR format, using templates that have been specifically designed to 
serve op erational ne eds. W e a re us ing bot h B UFR E dition 3 a nd E dition 4 s pecifications. A s imilar 
approach is underway to migrate TSG data to BUFR. This effort seeks to improve the future migration 
from the Traditional Alphanumeric Codes (TACs) to Table-Driven Code Forms (TDCFs), as required by 
WMO. During F Y 200 9 A OML s uccessfully developed e ncoding/decoding r outines t o c onvert X BT 
profiles from binary SEAS format into BUFR. Since the development of this code is in the testing stage, 
the template used is very simple and comprises only a f ew metadata fields. However, the code is being 
developed in o rder to easily include a m ore complete template as soon as t he f inal version for XBT i s 
approved. The code as well as the template implemented allows the inclusion of several quality control 
flags provided by the AQC system already in place at AOML for SEAS XBT data. This capability can 
also be  e xtended t o i nclude ot her qua lity f lags a s ne eded. A t t his m oment, t he t est o f t hese B UFR 
bulleting is being coordinated with the Telecommunication Software Branch of the NWS. This test will 
provide the feedback ne cessary to detect, i dentify a nd c orrect pr oblems t hat c an a rise i n t he migration 
process, p roviding a  robust f ramework for ne ar-real-time c ollection, qu ality control and di stribution of  
SOOP data. 
 
 
4.13. XBT Reports. 
 
Monthly reports are generated showing the temporal and spatial distribution of the SEAS XBT transects, 
identifying and tracking the FR and HD XBT transects managed by NOAA/AOML. In addition to a web 
interface, t his pr oject pr ovides CSV f iles w ith da ta and m etadata i nformation a bout individual 
measurements a s w ell as P DF bul letins c omprising i nformation a bout t he l ast 12 m onths of  da ta, 
including line coverage and mode, both in text and graphical formats. These reports can be obtained from 
the GOOS web page. 
 
At this moment a new software focused on i mproving the quality of metadata presented, advance on t he 
automatic generation of  the reports, enhance the input dataset with profiles not sent for quality control, 
and r educe the er ror r ate i s u nder d evelopment at  A OML.  T his so ftware w ill b e e xecuted ev ery t wo 
weeks and with a minimum interaction of the operator will allow the prompt detection of XBT transects 
being ope rated out side t he s pecifications f or e very m ode, allowing a  better m onitoring a nd c ontrol of  
every stage in the SOOP operation. 
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4.14. Thermosalinograph (TSG) System. 
 
During FY2009 the TSG operation at AOML was carry out in support of the pCO2 operation, with several 
key developments regarding equipment installation, operation and maintenance, as well as data retrieval, 
quality c ontrol a nd s ubmission t o t he G TS a nd ot her da ta c enters. AOML i s currently r eceiving, 
processing and di stributing T SG d ata f rom 3 s hips of  t he S OOP ( MV E xplorer, M V O leander a nd 
MV Barcelona E xpress) a nd 12 ships of  t he N OAA fleet. A dditionally, e ffort de dicated to t he 
development of an automated system in the Royal Caribbean’s Explorer of the Seas, will allow resuming 
its TSG operation soon. Approximately 5 million TSG records were processed at AOML during FY 2009 
(see Figure 7). 
 
A n ew T SG sy stem, equipped w ith an  ex ternal t emperature sen sor, w as r ecently i nstalled o n t he 
MV Barcelona Express, which travels across repeated transects between Gibraltar and Miami. This new 
TSG system is currently operational, recording sea surface temperature and sea surface salinity data with 
a sampling frequency of 10 seconds. Soon, real-time data transmission capabilities will be also installed. 
At this time the data retrieval is performed when the ship comes to port in Miami. 
 

 
 

Figure 7. Location of the approximately 5 million TSG observations received and processed by 
AOML during FY2009 from ships of the SOOP and the NOAA fleet. 

 
The op eration of  TSG equipment i s pe rformed w ith t he S EAS 2K s oftware. D uring F Y2009 s everal 
modifications were carryout on this software to allow a better control of the TSG when the ship arrives at 
port or  i n a ny ot her s ituation i n w hich t he pos ition of  t he s hip r emains co nstant. T he so ftware al so 
constantly checks the s trength of  the I ridium s ignal be fore attempting data t ransmissions. Additionally, 
log f iles a re cr eated w ith d etails o f t he eq uipment p erformance an d ev entual er rors m essages. T hese 
modifications also enable a reduction in the cost of the operation. Additionally, the transmission system in 
two ships of the SOOP, MV Explorer and MV Oleander, was also updated at AOML. With this update, 
the Iridium antenna and modem are now attached together, reducing the signal loss and permitting better 
data transmissions. 
 
During FY2009 the development of a data processing system for real-time quality control and submission 
of TSG data into the GTS and other data centers, was completed at AOML as part of the TSG operation. 
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All t he T SG da ta r eceived a t A OML i s qua lity c ontrolled t hrough s everal s teps ba sed on t he G OSUD 
(Global Ocean Surface Underway Data Pilot Project) real-time control tests. Among other parameters, the 
quality control procedures check the data for errors in date, location, platform identification, ship speed, 
global a nd regional temperature a nd s alinity ranges c ompatibility, gr adient a nd t he presence of  s pikes. 
The T SG d ata i s also compared w ith a  monthly c limatology ( Levitus 2005) . T he da ta a pproved i n t he 
quality c ontrol t ests i s t hen r educed t o one  poi nt e very t hree m inutes and i nserted i nto t he G TS. T he 
whole data set is also distributed by the National Oceanographic Data Center (NODC) and Coriolis. This 
new s ystem i s c urrently f ully f unctional in r eal-time a nd i ts s ubsequent de velopment i s unde r way f or 
processing da ta i n delayed-time, p roviding im portant to ols to  automatically d etect p roblems in  d ata 
transmission, equipment calibration and marine operations of ships with TSG data transmission in real-
time in general. 
 
The TSG web site at AOML was updated during FY 2009, including some new products displaying data 
in real time from the MV Explorer. This web site currently contains information regarding data analysis 
and quality control procedures for the NOAA fleet and the SOOP. In particular several products display  
 
 
4.15. Full Water Column calibration cruises. 
 
A total of  ten 1-day surveys were conducted using a  dropsonde profiler (on one  cruise the section was 
incomplete after the weather deteriorated and the cruise had to be aborted).  Me asurements are taken at 
nine stations along 27ºN (same locations as the CTD sites shown in Figure XXX) and include vertically 
averaged ho rizontal v elocity, s urface ve locity a nd e xpendable t emperature pr obes ( XBTs).  T he cr uise 
dates are shown in Table ZZZ.  Over the course of the year our  engineering staff has been designing a 
new generation of dropsonde and we are testing the final components during the most recent cruises. This 
new ge neration of  dr opsonde i ncludes a p ortable C TD cap able o f m easuring p ressure, sa linity an d 
temperature.  D evelopment of this new generation of dropsonde, and replacements that have been made 
for losses of older style dropsondes, have been covered using largely AOML Base funds although some 
funds were provided via an Add-Task near the end of FY09.  
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Figure 8: Location of  submarine telephone cables (solid black) and nine s tations ( red) occupied 
during calibration cruises. 
 
 
 

Planned 
Cruise 

FY 2009 FY 2008 FY 2007 FY 2006 FY 2005 

1 2-Oct-2008 4-Oct-20071 13-Dec-2006  11-Nov-2005 19-Nov-2004 
dropsonde 
lost 

2 9-Oct-2008 6-Nov-2007 15-Dec-2006 17-Nov-2005 29-Nov-2004 
3 5-Dec-2008 28-Nov-2007 29-Mar-2007 2-Feb-2006 17-Feb-2005 
4 30-Dec-2008 

section 
incomplete 
due to bad 
weather 

7-Dec-2007 19-Jun-2007 14-Mar-2006 24-Feb-2005 
section 
incomplete 
due t o ba d 
weather 

5 13-Feb-2009 23-Jan-2008 10-Jul-2007 27-Mar-2006 18-May-2005 

6 17-Mar-2009 29-Jan-2008 5-Sep-2007, 
dropsonde 
electronics 
problems 

22-Jun-2006 21-Jun-2005 
dropsonde 
lost 

7 12-Jun-2009 22-Apr-2008 27-Sep-2007 30-Jun-2006 31-Aug-2005 
8 15-Jul-2009 7-May-2008 Postponed t o 

early FY08 due 
20-Jul-2006  

                                                 
1 Carry-over cruise from FY07 that had been postponed due to weather/scheduling isues.   
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to weather 
9 10-Sep-2009 10-Jul-2008 

dropsonde 
lost 

 15-Sep-2006  

10 23-Sep-2009 14-Jul-2008    
  90% 

successful 
90% 
successful 

87.5% 
successful 

100% 
successful 

50% 
successful2

 
 

Table IV: Cruise dates for 1-day small boat calibration cruises using dropsonde instrument. 
 

 
4.16. Web Pages. 
 
An extensive update of the AOML GOOS web page and the Frequently Repeated XBT websites has been 
completed during FY 2009 (Figure 9).  Data are available online at: www.aoml.noaa.gov/phod/goos and 
www.aoml.noaa.gov/phod/goos/ldenxbt, respectively. T he F requently R epeated X BT w ebsites features 
the latest in formation o n o perational X BT t ransects i n b oth F R a nd H D m odes a long w ith s pecific 
webpages s howing t he l atest X BT, M eteorological, a nd T SG obs ervations, a vailable on line a t:  
http://www.aoml.noaa.gov/phod/goos/seas/latest/. The GOOS website now features a Google Earth layer 
displaying G lobal M arine a nd  M eteorological O bservations a vailable onl ine a t 
http://www.aoml.noaa.gov/phod/VOS/GE/GE_AOML_DT.kmz.  This a pplication is  a potent tool to  
visualize the global extent of ocean and meteorological observations interactively. Other web sites were 
also developed for more specific aspects of the SOOP operation, including the display of real-time TSG 
data from the MV Explorer. A new web site for the Oleander Project is in the final stage and will be soon 
online, displaying XBT products and data obtained from this ship. 
 
 
4.17. SEAS and High Density Installation Manuals. 
 
The e xtensive e ffort do cumenting t he ope rations of  t he S OOP w as c ontinued du ring F Y 20 09.  T his 
documentation i s a vailable onl ine a t: www.aoml.noaa.gov/phod/goos/docs in s upport of  ou r g lobal 
operations w ith c ollaborators f rom t he U S a nd c ountries a round t he w orld.  F or i nstance, ha ndbooks 
including ha rdware s etup a nd s oftware ope ration of  t he s emi-automatic e quipment de veloped in-house 
and used in high density lines is now available to all ship-riders though this website. This handbook has 
substantially simplified the training of new ship riders.  A handbook for operation and troubleshooting of 
the TSG installations is also available. This troubleshooting guide was updated during FY 2009 including 
several r eal s ituations during t his year’s op erations. S everal e xamples of  good a nd ba d pr ofiles w ere 
included in the guise, indicating the most common cause in each case and the steps to resolve them. 
 
4.18. Portable Integrated Data Acquisition and Transmission Platform and Extended 
Autolauncher. 
 
The HD briefcase prototype (Figure 10, left) developed during FY 2009 was tested successfully during 5 
XBT HD cruises in FY 2009. This compact system allows a quick instrument setup while the ship is at 
port pe rmitting the t est of  a ll HD components be fore the beginning of  the c ruise when communication 
with th e t echnical team a t th e l ab i s e asier.  A dditionally the e xtended a utolauncher (F igure 1 0, rig ht) 
                                                 
2 Final cruise postponed to next fiscal year due to weather/scheduling issues. Two dropsonde instruments were lost due to 
equipment malfunctions.  One cruise was only partially completed due to weather. 
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developed during FY 2008 was successfully tested during 3 HD cruises, allowing the deployment of Fast 
Deep and T5 XBT probes, capable of measuring temperatures up to m deep. Improvements made in the 
SEAS 2K now facilitate the automatic setup of drop plans including different type of probes. 
 

 
 

Figure 9. Global Ocean Observing System web page maintained by the SOOP at NOAA/AOML: 
www.aoml.noaa.gov/phod/goos.php. 

 
 
4.19. Collaboration with Global Drifter Program. 
 
The Surface Drifter Program would not be able to maintain the drifter array without contributions from 
national and international partners who deploy the drifters worldwide. Many drifters are deployed from 
vessels c ooperating w ith t he N OAA S hip O f Opportunity P rogram ( see T able I II f or dr ifters de ployed 
during HD cruises).  SOOP personnel (J. Trinanes) also support AOML’s efforts to collect the hurricane 
drifter data for subsequent quality control and redistribution. 
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4.20. Collaboration with the Argo Program. 
 
Ships recruited through SOOP to deploy XBTs are also used as a platform to deploy Argo profiling floats.  
Betweeen October 2008 and September 2009, a total of 21 floats were deployed from ships of the SOOP 
(see Table III). 
 
XBT temperature profiles have a lso been used to identify problems in Argo f loats [Willis et al., 2008]  
highlighting t he importance of  m aintaining i ndependent obs erving s ystems f or oc ean s ubsurface 
temperature. 
 

  
 

Figure 10. (left) Portable integrated d ata acq uisition sy stem su ccessfully tested in 5  X BT H D 
cruises during FY 2009. (right) The extended autolauncher developed at AOML during FY 2008 
was s uccessfully t ested during F Y 2009 f or t he de ployment of  D eep Blue, F ast Deep a nd T 5 
probes. 

 
 
4.21. Education and Outreach. 
 
Google Earth Application. 
 
A G oogle Earth-based ap plication w as i mproved t o d isplay t he st atus o f t he oc ean obs erving s ystem 
network, including SOOP platforms. Through this interface, users can easily monitor the di fferent da ta 
streams received operationally through the GTS, identifying possible data gaps affecting data distribution, 
tracking specific platforms and generating animations including field measurements overlaid on top of the 
daily global SST fields.  This application is now freely available to the public at: 
http://www.aoml.noaa.gov/phod/goos.php 
 
SOOP Brochure. 
A new brochure was created for recruiting and general information purposes, including a new logo for the 
program.  They can be obtained from the SOOP web site at: http://www.aoml.noaa.gov/phod/goos/docs/ 
 
 

http://www.aoml.noaa.gov/phod/goos.php�
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4.22. SOOPIP. 
 
The NOAA/AOML SOOP Program is a participating member of JCOMM and JCOMMOPS.  The AOML 
SOOP X BT pr ogram i s r epresented bi -annually a t t he WMO/IOC S hip O bservations T eam ( SOT) 
meeting.  Participation on these international panels provides an important mechanism for integrating and 
coordinating w ith o ther na tional o r r egional p rograms w hich, i n the long r un, improves ou r national 
climate mission by making more efficient and effective use of available resources. 
 
Dr. G ustavo G oni c ontinues be ing t he C hairman of  t he WMO/IOC S hip O f Opportunity P rogram 
Implementation Panel (SOOPIP) and Dr. Joaquin Trinanes is a member of the Meta-T panel. 
 
 
4.23. Ship Recruitment. 
 
AX-7, AX-8, AX-10, and AX-18 are on container ships, and optimally run 4 times per year, and AX-25 is 
staffed by University of Cape Town personnel on their research vessel, and it is carried out twice a year. 
 
Typically, we can keep with a  pa rticular ship company on  a  specific t ransect for approximately 2 t o 3  
years.  When t hey di scontinue t heir s ervice on a  gi ven r oute, a  ne w r ecruitment process be gins.  T he 
following ships were recruited during FY 2009: 
• AX-08:  Safmarine Orange, 1st cruise: Apr. 2009. 
• AX-18:  Hamburg Sud Monte Azul, 1st cruise: Feb. 2009. 
• Barcelona Express was recruited for TSG and pCO2 operations on Jul. 2009. 

 
 
4.24. AOML contribution to the Oleander Project. 
 
AOML pr ovided ha rdware e quipment ( computer for da ta acquisition and t ransmission a ntenna) for t he 
Oleander.  Approximately 350 XBTs are deployed by this ship between New York and Bermuda. A web 
page displaying the data obtained from this project is on the final stage and will be soon available online. 
The T SG data obt ained f rom t his s hip can be  s een on t he T SG w eb pa ge a t A OML: 
http://www.aoml.noaa.gov/phod/tsg 
 
 
4.25. Contribution to Heat Storage quarterly reports. 
 
XBT observations provide approximately 25% of all global temperature profile data and are used to create 
quarterly reports of heat storage: http://www.aoml.noaa.gov/phod/soto/ghs/reports.php 
This w ork i s f unded by N OAA/CPO unde r th e p roject: Evaluating the Ocean O bserving S ystem: 
Performance Measurement for Heat Storage, by C. Schmid and G. Goni. 
 
 
4.26. SOOP Brochures. 
 
A new brochure was created for recruiting and general information purposes, including a new logo for the 
program.  They can be obtained from the SOOP web site at: http://www.aoml.noaa.gov/phod/goos/docs/ 
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4.27. Peer-reviewed Publications. 
 
The Atlantic Meridional Overturning Circulation and its Northward Heat Transport in the South Atlantic, 
Dong, S., S. Garzoli, M. Baringer, C. Meinen, and G. Goni, Geophys. Res. Let., 2009 (in press). 
 
Identifying a nd E stimating B iases b etween X BT a nd Argo O bservations U sing S atellite A ltimetry, 
DiNezio, P., and G. Goni, J. Ocean and Atm. Tech., doi= 10.1175/2009JTECHO711.1, 2009 (in press). 
 
The Ship of Opportunity Program, G. Goni et al., OceanObs09 conference, 2010 (accepted). 
 
 
4.28. Meetings and Workshops. 
 
• AMOC M eeting, Co -Organized by  M . B aringer, a ttended by M . B aringer, S . G arzoli, S . D ong, 

Annapolis, May 2009. 
• NOAA/AOML SEAS, XBT, and TSG Operations, Organized by G. Goni, Miami, Florida, May, 2009. 
• Ship Of Opportunity Team Meeting, attended by G. Goni, J. Trinanes and F. Bringas, Geneva, May 

2009. 
• JCOOM 3 Meeting, attended by G. Goni, Paris, March 2009. 
 
 
4.29. Research. 
 
Fall Rate Equation Studies: 
 
The OceanObs99 conference recommended that LD-XBT transects be discontinued AFTER it was shown 
that t he A rgo ne twork a nd s atellite a ltimetry c ould pr ovide s imilar i nformation.  H owever, a  
comprehensive study of the information content in many XBT transects has not been conducted.  S ome 
XBT transects provide time series of over 35 years, it is  therefore important that variability along these 
transects be estimated to ensure that the few long records of ocean temperature are not ended prematurely.  
Thus, t he ba sis f or t his s tudy w as t o e valuate the i nformation c ontent from L D t ransects, w ith i nitial 
emphasis on NA decadal variability.  However, since the introduction of the XBT it was recognized that 
the depth of the probe, (not measured directly but from an estimated Fall Rate Equation, FRE), is a major 
source of uncertainty in XBTs.  Other studies completed since the start of this effort have shown these 
uncertainties are time dependent and give somewhat different results.  For example, AX7 zonally bisects 
the s ubtropical gyr e.  T he e volution of  t he u pper 400 m t emperature a nomaly estimated us ing t he 
manufacturers an d W ijffels F REs a nd t he d ifference is shown i n t he F igure.  T he Wijffels co rrection 
reduces the warming during the late 1970s  and thereby produces a  l arger t rend in temperature than the 
manufacturer’s FRE (not shown).  Thus, before the accuracy of previously completed XBT results could 
be c onfirmed, m uch of  t he pa st ye ar’s e ffort was di rected a t a n investigation o f t he FREs (w ith th e 
approval of  t he O CO P rogram M anager).  C omparison of di fferent s tudies ha s l ed t o the use of  t he 
Wijffels corrections to the manufacturers FRE in the present effort. 
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In addition, since 2008 AOML has been heavily involved in international efforts to estimate and correct 
systematic e rrors in X BT obs ervations. T he m agnitude of  these e rrors doe s not  have a n i mpact on t he 
majority of applications of XBT data, such as monitoring of heat transport or ocean circulation. However, 
these errors do influence the detection and quantification of variability and trends in global heat content 
where small, but systematic, errors can have an impact on the global integral.  
 
Following t he w orkshop or ganized by G . G oni a nd M . B aringer t o d iscuss the f indings r elated t o this 
issue by  di fferent gr oups, c onducted a t A OML on M arch 2008, a  ne w methodology us ing Argo a nd 
satellite altimetry was developed by AOML scientists during 2009, a nd is currently being considered to 
monitor future changes in XBT errors. A manuscript presenting this methodology by D iNezio and Goni 
will be  publ ished in an upcoming i ssue of  the Journal of  Oceanic and Atmospheric Technology. These 
improvements in the quality of XBT observations allow for a more accurate assessment of the progressive 
warming o f t he gl obal oc ean. R educing t he unc ertainty i n estimates of  oc ean he at-uptake w ill allow a  
better evaluation of the physics represented in the climate models used to project future Global Warming. 
Furthermore, the identification and correction of sources of error in XBT observations is expected to lead 
to technological improvement of this versatile, economical, and practical instrument. 
 
Two manuscripts are currently being written on the evaluation of the fall rate equation: 
• Snowden, D., G . Goni a nd M . B aringer, A  c omparison of s ix e xpandable ba thythermograph da ta 

acquisition systems: Temperature and fall rate errors, to be submitted to J. Geophys. Res., 2008. 
• Goni, J. G., et al, Assessing the quality of XBT observations, to be submitted to BAMS, 2010. 

 
 
5. Publications 
 
5.1. Publications by Principal Investigator. 
 
Goni, G ., D . R oemmich, R . M olinari, G . M eyers, C . S un, T. B oyer, M. B aringer, V . G ourestski, P . 

DiNezio, F. Reseghetti, G. Vissa, S. Swart, R. Keeley, C. Maes, G. Reverdin, S. Garzoli, T. Rossby.  
The Ship Of Opportunity Program, OceanObs09, 2010, in press. 

 
DiNezio, P .N., a nd G . Goni, I dentifying a nd E stimating B iases be tween X BT a nd A rgo O bservations 

Using S atellite A ltimetry,  J.  Atmos. Ocean Technol., Early O nline R elease, 
doi=10.1175/2009JTECHO711.1 

 
Dong, S ., S . G arzoli, M. B aringer, C . M einen, a nd G . G oni, T he A tlantic M eridional O verturning 

Circulation and its  N orthward H eat T ransport i n t he S outh A tlantic, Geophys. Res. Let., 2010, i n 
press. 

 
Goni, G., M. DeMaria, J. Knaff, C. Sampson, J. Price, A. Mehra, I. Ginis, I-I. Lin, P. Sandery, S. Ramos-

Buarque, M.M. Ali, F . Bringas, S . Aberson, R. Lumpkin, G. Halliwell, C. Lauer, E. Chassignet, A. 
Mavume, and K. Kang.  The Ocean Observing System for Tropical Cyclone Intensification Forecasts 
and Studies, OceanObs09, 2010, in press. 

 

http://ams.allenpress.com/perlserv/?request=get-toc-aop&issn=1520-0426�
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Goni G. J.  and J. Knaff. Tropical Cyclone Heat Potential, In State of the Climate in 2008, 90, S54-S56, 
Bulletin American Meteorological Soc., 2009. 

 
Goni G. J., M. DeMaria, J. Knaff, C. Sampson, I. Ginis, F. Bringas, A. Mavume, C. Lauer,  I-I Lin, M. M. 

Ali, P aul S andery, S . Ramos-Buarque, K . K ang , A . M ehra, E . C hassignet, a nd G . H alliwell. 
Applications of  s atellite-derived o cean m easurements t o t ropical c yclone i ntensity f orecasting. 
Oceanography, 22, (3), 176-183, 2009. 

 
Johnson, G. C., J. M. Lyman, J. K. Willis, S. Levitus, T. Boyer, J. Antonov, C. Schmid and G. J. Goni. 

Ocean Heat Content, Special Issue State of the Climate, 90, S49-S54, Bull. Am. Met. Soc., 2009. 
 
Lumpkin R ., G . G oni, and K . D ohan. S tate of  t he O cean i n 2008:   S urface C urrents.  In State of the 

Climate in 2008, Bull. Am. Met. Soc., 90, S12-S15, 2009. 
 
Johnson, G., J. M. Lyman, J. K. Willis, S. Levitus, T. Boyer, J. Antonov, Claudia Schmid, and G. J. Goni,  

State of the Climate in 2008: Ocean Heat Content.  Special Issue on the State of the Climate in 2008, 
Bull. Am. Met. Soc., S49-S52, 2009. 
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1. Abstract 
 
The S olomon S ea G lider P roject h as tw o p rinciple o bjectives: f irst, to d emonstrate n ewly-
developed g lider t echnology a s a  s ustainable means of  measuring s wift a nd na rrow w estern 
boundary c urrents, a nd second, t o use t his new instrument t o monitor t he i nflow t owards t he 
equator from the South Pacific, which is thought to contribute to the variability of El Niño and 
longer-term climate fluctuations. Gliders are deployed 3-4 times/year to cross the Solomon Sea 
western boundary current system, measuring vector currents, temperature and salinity. 
 
2. Project Summary 
 
Ocean gl iders a re s mall a utonomous ve hicles ba sed on A rgo f loat t echnology ( see 
http://www-argo.ucsd.edu/FrAbout_Argo.html/), whose only propulsion is to pump oil in and out 
of a n e xternal bl adder ( Fig.1a). T his makes t he gl ider s ink a nd r ise i n t he water, and w ith its  
wings it slowly glides forward. It typically dives to 700m depth every 3-4 hours, gliding 20-25 
kilometers per day, while r eporting i ts data and r eceiving instructions by sat ellite each  t ime i t 
surfaces ( Fig.1b). A lthough t he gl ider m oves slowly, i t u ses v ery l ittle p ower an d o perates 
autonomously f or 4 to 6 m onths, s o i t c overs a  substantial di stance ( typically 2500km ). It 
measures profiles of  temperature and salinity, and current velocity is inferred f rom the gl ider's 
motion. The glider has three important advantages over previous technology: it can be deployed 
and recovered entirely by small boats near shore, making the operations much cheaper and more 
flexible than a research ship; it makes continuous observations for much longer periods than is 
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practical for a research ship; and it makes densely-spaced profiles right up to the coast. For these 
reasons, oc ean gl iders a re l ikely t o pl ay a  l arge r ole i n c limate monitoring of  t he oc ean, 
especially f or sam pling n arrow co astal cu rrents. T his p roject t ests t hat co ncept w hile al so 
providing the first time series of western inflow to the equatorial Pacific. The Spray glider used 
in t his pr oject i s de signed a nd bu ilt by  t he Instrument D evelopment G roup a t the S cripps 
Institution of Oceanography, funded by N OAA's Ocean Climate Observation program as a new 
tool f or t he c limate ob serving system. All asp ects o f t he program ar e a collaboration a mong 
scientists and engineers at NOAA/PMEL, Scripps, and the French laboratory IRD in Noumea, 
New Caledonia. 
  
The Pacific Ocean ci rculation encompasses a g reat overturning cel l in which cool, sal ty water 
sinks in the subtropics, flows at depth towards the equator, and upwells back to the surface in the 
eastern e quatorial P acific. V ariations o f th e c ell p roduce slow c hanges i n t he t emperature o f 
equatorial water, which can t hen i nfluence t he oc currence and s trength of E l N iño events a nd 
longer-term cl imate f luctuations. B ecause E l Niños af fect w eather o f t he en tire P acific an d 
beyond, c hanges of  t he ove rturning cell p lay a  major ro le in  th e y ear-to-year an d d ecade-to-
decade variations in climate.  
  
Observations s how t hat pe rhaps 7 0% of  e quatorial upw elling due  to t he ove rturning c ell 
originates from the South Pacific, with a large fraction arriving via the narrow boundary currents 
in the Solomon Sea (Fig.2). (Such powerful western boundary currents are analogous to the Gulf 
Stream, but  f low t owards t he e quator i n t he t ropics). H owever, m easuring t hese c urrents ha s 
lagged o ther el ements o f the ci rculation because the r egion is r emote and di fficult to work in, 
with strong narrow filaments of current flowing among a complex network of islands and reefs; 
as a r esult there have been only sparse measurements that have barely outlined the circulation. 
These cu rrents ar e too narrow a nd t oo c lose t o c oastlines t o be  m easured by t he br oadscale 
observing n etwork ( satellites a nd large-scale in s itu pr ograms), a nd t heir r epresentation in 
models has therefore been unchecked. Producing a time series of this system is recognized as one 
of the most important challenges in gaining a full picture of the climate of the Pacific. 
  
The Solomon Sea glider project began in mid-2007, and has conducted seven deployment cycles 
(as of October 2009) in continuous rotation since then (Fig.3). Each round-trip mission lasts 3-4 
months, c rossing t he Solomon Sea t o w ithin 5km of  t he c oast on e ach side. The program ha s 
demonstrated f irst, that gliders a re capable of  s ustained s ampling of  t his pi ece of  t he c limate 
system de pendably a nd c heaply, a nd s econd, t hat t he S olomon S ea b oundary c urrent s ystem 
supports d ramatic v ariability, seen  e specially as sociated w ith t he L a N iña co ld ev ent o f ear ly 
2008, and the developing El Niño warm event in late 2009. 
 
During FY 2010, we propose to continue deployments, pointed towards establishing an ongoing 
operational monitoring capability, to conduct sampling experiments to allow a careful estimate 
of the errors of this measurement technique, and to use the accumulating glider data to diagnose 
the circulation in connection with climate model simulations. 
 
 
3. Scientific Accomplishments 
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Work done during FY2009 was aimed at solidifying the local Solomon Islands infrastructure for 
longterm operations in this remote situation, building a firm basis to support ongoing monitoring. 
We are also testing sampling strategies and estimating the errors associated with glider sampling. 
While the previous work provided proof of concept that the instrument itself could survive and 
make us eful m easurements i n this c hallenging e nvironment, t he task now  i s t o make t he 
operations routine and the data credible. 
 
We had started from scratch in the first year (FY08), making many mistakes out of ignorance of 
local c onditions, but  ha ve now  m ade t he op erations r un f airly s traightforwardly. The p ort of  
Gizo, S olomon I slands, w as c hosen f or ope rations s ince it of fers t he shortest c rossing of  t he 
Solomon Sea, allowing extra battery l ife for repeated surveys of the boundary current within a 
single mission. Lab space and safe, dependable boat charter in Gizo are now assured. Regular 
liaison w ith lo cal a uthorities, e specially th e S olomon Islands Meteorological S ervice, is 
maintained. ( Working i n t he S olomon I slands is a lways a n a dventure, however). S hipping t o 
Gizo is still a problem, with delays due both to infrequent ship schedules and to arbitrary actions 
of local officials, that require substantial lead time. 
 
Two travelers are usually required for the on-site work. The at-sea glider is steered (remotely) to 
Gizo and r ecovered by locally-chartered small boat. I t is  inspected, d ismantled, the in ternally-
stored (engineering) data downloaded, and the instrument prepared for shipping back to the US. 
The ne w gl ider is r eceived f rom customs, t ransported to G izo, a ssembled a nd tested, a nd 
deployed.  
 
FY09 gl ider recovery/deployment operations were conducted in November 2008, March 2009, 
and July 2009 (and the PI has just returned from latest operation in early November 2009). We 
had o ne f ailure, w hen a  v oltage regulator ( a co mmercially-purchased p art) o n a ci rcuit boa rd 
failed a few days into the March deployment. The glider stopped communicating but remained at 
the surface and drifted onto a reef about 70km south of Gizo. Thanks to our visibility in the Gizo 
region (see “Education and Outreach” below), the f ishermen who found i t about 3 w eeks later 
were a ble to i dentify i t a s ou rs e ven t hough all t he m arkings ha d be en s cratched o ff, a nd t he 
instrument was returned to be repaired and serve again. 
 
Much of the effort in FY09 has gone toward testing to evaluate and tune the sampling strategy. 
There are two main issues: short-term variability that is aliased by the months-apart sections, and 
adequate sampling of the narrow western boundary current. We have used the extra battery life 
afforded by the shorter crossing from Gizo to make repeat sections: running back and forth over 
the same sect ion to t est t he consistency o f measurements at  10-20-day intervals. Also, i n July 
2009, we deployed two gliders at once, with one following the other on the same track about 10 
days behind. It is apparent from this testing that there is substantial eddy (short-term) variability, 
with typical scales of 100-200km and about a month, and we are working to characterize this and 
to c ast it into a  f ramework th at w ill a llow e valuating the resulting unc ertainty. T his e ffort i s 
complemented by the collaborative model work described below. 
 
We have made sections across the narrow western boundary current at several locations to find a 
section t hat i s c onvenient l ogistically a nd t hat a lso s amples th e e ntire c urrent (F ig.3). F low 
through the many channels between the islands of Papua New Guinea must not be omitted. Since 
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the observations have shown that the current is pressed right up to the coast (it is still strong only 
5km from the reefline), we have looked for a sect ion where the slope is steep enough that the 
glider can approach the coast this closely. After some experimentation, we now make the current 
crossing south of Tagula Island, PNG (Fig.3). 
 
In o rder t o f urther assess t he ed dy v ariability sam pled b y t he g lider, w e h ave i nitiated a 
collaboration w ith th e Bluelink m odeling g roup a t the Bureau o f M eteorology (A ustralia). 
Bluelink is an advanced ocean model (NOAA/GFDL MOM4 code) run at high resolution (1/10th 
degree) for the region around Australia, including the Solomon Sea. Comparison with the glider 
measurements shows that al though there are many particular inaccuracies in the model results, 
Bluelink gives a reasonably good por trayal of the time and space scales of eddy variability. For 
our purposes this is a valuable resource because it allows evaluating the eddy structures that alias 
the gl ider o bservations: t heir p ropagation speed a nd di rection, ve rtical s tructure, and or igin. 
Since B luelink i s r un i n ne ar-real-time, p otentially th is collaboration c ould pr ovide a now cast 
that could be useful in steering the glider away from strong adverse currents. From the modeling 
point of view, the glider data is extermely sparse and infrequent, so it is not obvious how to use it 
for model quality control (unlike, for example, a buoy that gives a continuous time series at one 
point). The Bluelink group is looking into how to use statistics from the glider measurements for 
this purpose, which will  provide a template for other climate modelers to make use of the data. 
 
The glider has now made coast-to-coast sections across the Solomon Sea since July 2007, thus 
sampling dur ing the L a N iña of  20 07-8 a nd n ow i n t he El N iño e vent t hat is developing at 
present. We had expected from theoretical considerations and simple models that La Niña would 
result i n a  r eduction in e quatorward t ransport a nd E l Niño i n a n i ncrease. ( Indeed, t his 
previously-unmeasured expectation was a  m ajor m otivation f or be ginning t he pr oject, a s it 
implies th at a n im portant f raction of the d ischarge an d r echarge o f mass an d h eat f rom t he 
equatorial Pacific occurs in the narrow western boundary currents that cannot be measured using 
the existing broadscale observational network). In fact, the transport variations have proved to be 
larger than expected; transport during the La Niña transport dropped from a mean of about 20Sv 
to near zero, and the most recent mission suggests that El Niño transport will perhaps double the 
mean. These observations will prove a powerful challenge to the ocean and climate models, and 
an important check that an ocean model must meet to be considered accurate. 
 

 
Response to the four questions on data distribution and archiving: 

a. Glider data is not distributed in real time on the Global Telecommunications System. 
b. Glider data is maintained and available online in real time at http://spray.ucsd.edu 
c. Delayed-mode data is archived and available online at http://spray.ucsd.edu 
d. Glider data is archived by mission at http://spray.ucsd.edu 

 
 
4. Education and Outreach 
 
A r equirement f or obt aining c learance t o ope rate t he S pray gl iders i n t he E EZ w aters of  t he 
Solomon Islands and Papua New Guinea is that the findings be shared in a form that is relevant 
to the needs of those countries. To meet this requirement, the PI gives lecture series at secondary 
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schools a nd c olleges, a nd meets r egularly w ith pl anning gr oups s uch a s w eather and c limate 
forecasters, and st akeholders as requested b y l ocal g overnment ag encies. I n F Y09, K essler 
lectured twice a t th e U niversity o f P apua N ew G uinea (Port M oresby, P NG), t wice a t th e 
Solomon I slands C ollege o f H igher E ducation (teachers college f or se condary sch ool sci ence 
teachers) in Honiara, Solomon Islands, twice at secondary schools in Gizo, Solomon Islands, and 
once t o a  p ublic m eeting i n G izo. These le ctures d escribed th e g lider o perations (in cluding 
inviting students to observe the glider itself), and the climate conditions that the glider monitors. 
Beyond satisfying national authorities, these activities make us welcome, and build a community 
that i s w illing t o a ssist us  w hen n eeded ( e.g., r ecovering t he gl ider t hat dr ifted onto t he r eef 
mentioned above). 
 
5. Publications and Reports 
 

 
 

No r eferreed j ournal p ublications have ye t d escribed t he S olomon Sea gl ider findings. A  
manuscript is in progress and will be published in 2010. T he PI was co-author of two relevant 
White P apers f or t he O ceanObs’09 m eeting i n V enice, I taly ( September 2009) , o ne on gl ider 
work specifically, and one on various techniques for measuring boundary currents: 
 
Rudnick, D ., R . D avis, M . O hman, W . K essler, B. O wens, F . Chavez a nd U . S end, 2009: The 

underwater glider Spray: O bservations a round t he w orld. OceanObs’09 C onference, V enice, 
Italy, 21-25 September, 2009. 

 
Send, U., R. Davis, J . Fischer, S. Imawaki, W. Kessler, C. Meinen, B. Owens, D. Roemmich, T. 

Rossby, D. Rudnick, J . T oole, S . Wijffels and L . Beal, 2009: A gl obal b oundary c urrent 
circulation observing n etwork. OceanObs’09 C onference, V enice, Italy, 21 -25 S eptember, 
2009. 

 

5.1. Publications by Principal Investigators 
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6. Figures 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1a. A  s chematic di agram of  t he S pray gl ider. T he i nstrument i s 2 meters l ong and has a  
wingspan of  1.2 m eters. The external bladder is in a  f looded compartment in the rear, inflated 
and deflated by a n oil pump. The dive angle is controlled by moving the internal battery packs 
forward and aft on a central shaft.             
 
Fig. 1b. A  dive of the Spray glider. With antennas in the wings, the glider rolls one wing up t o 
send da ta a nd r eceive i nstructions e ach s urfacing. 
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Fig.2. Overview of the South Pacific Ocean circulation, showing the pathway of water going to 
the equator through the Solomon Sea. 
 

 
 
Fig.3. Detail of glider operating area in the Solomon Sea. The vectors show the measured current 
from each of the 7 missions accomplished to date, each making a coast-to-coast crossing. Black 
indicates land; increasingly-dark gray-shading shows ocean depths of 1000m, 500m and 100m. 
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1. Project Summary   
 
The Climate Change Science Program has listed as a national priority the assessment of current 
climate change in the context of Earth’s history and a determination of the likelihood of abrupt 
changes in this century. An integrated Earth system analysis capability, incorporating ocean 
now-casting, is needed to assess the current state of the climate system. Such capability would 
allow monitoring and analysis of rapid changes so that policy and decision makers can 
understand the risks involved and consider implementing programs to limit the impact of abrupt 
changes.  A classic conundrum of physical oceanographic and climatic research has been how to 
measure the deep ocean and record data with instruments on the bottom of the ocean while also 
getting the data back to land quickly enough to be used in climate analysis and prediction. The 
existence of instruments able to telemeter the data to a ship on site was an advance towards the 
solution of the near real time problem. However, it increased considerably the cost of the 
operation due to the increasing cost of the vessels. The ocean environment is a particularly 
challenging and harsh one for the electronics that are the heart of modern measurement systems, 
and the deep ocean is typically even less forgiving. Recent scientific research has demonstrated, 
however, the critical need for data throughout the full depth of the ocean if society is to improve 
understanding and prediction of climate changes. Solutions to these challenges, therefore, must 
be sought. Funded through the 2009 OAR Assistant Administrator's Discretionary Fund (AADF) 
program, this AOML/PHOD project has sought to develop a cost-effective system utilizing 
expendable 'data pods' which would collect data from a central instrument, self-release at a user 
pre-programmed interval, surface and transmit their data back to land via satellite. The main 
advantage of the project is that deployments could be made in remote areas, with a substantial 
reduction of needed ship time. Instruments would be deployed from a research vessel. Data will 
be transmitted via satellite for up to 4 to 5 years, depending on the instruments used. At the end 
of this period, scientists will have to make the decision of whether recover or not the instruments 
base on a cost effective analysis.  This conceptual design has the advantage of being adaptable to 
many different kinds of sensors and would serve not only the NOAA Climate Goal's needs but 
would also foster cross-goal and cross-line cooperative execution by addressing some needs of 
the Ecosystem Goal as well as the Weather and Water Goal.      
 



This project proposed to develop an array of expendable glass tubes mounted around a frame 
housing an oceanographic instrument.  The data will be ported from the instrument to an external 
data controller, which will then transmit the data by short-distance radio frequency (RF) to an 
array of expendable glass-tube data pods mounted on the anchor frame. The glass tube is a well-
proven design for deep-ocean instrument housings. The cylindrical shape takes up less space on 
a mounting frame as compared to the glass sphere, allowing more data pods to be mounted on a 
smaller frame. The tubes can be designed to withstand full ocean depth to 10,000 meters. On a 5’ 
diameter frame up to 18 glass tubes may be mounted. Under the system proposed here for 
development, these tubes would be released from the frame based on a user programmable time 
interval. As each tube is released it will contain the entire record from the instrument, not just the 
data obtained since the previously released tubes. This will guarantee continuity in the data set in 
the event that there is a failure in any of the tubes. The data will be transmitted to a base station 
via satellite. At the end of the deployment period, the instrument and data controller pod could be 
recovered, while the anchor frame would be expendable.  The recovered nstrument and data 
controller could then be reused in subsequent deployments at minimal additional cost (primarily 
replacement of batteries and the anchor frame).   
 
 
2. Accomplishments  
 
Time line  

 Initial tank testing of components began in January 2009  
 Prototype data controller and data pod design completed and testing started in April 2009  
 First open ocean test of the full system was completed in September 2009  

Development of the prototype and initial test  

Additional funding to support the one-day cruise in the Straits of Florida aboard the R/V F. G. 
Walton Smith was provided by the OAR Office of Climate Observations. The purpose of the 
cruise was to complete the first open ocean tests of the new deep ocean data retrieval system, 
which has now been named the “Adaptable Bottom Instrument Information Shuttle System 
(ABIISS)”, a technology developed by AOML engineers.  

Initial development of this system, has mainly utilized a pressure-equipped inverted echo 
sounder (PIES) as the primary instrument for which data must be transmitted. The original 
design called for 16 to 18 data pods. On September 8, 2009, AOML completed a successful 
proof-of-concept field-test of a new deep ocean data retrieval system. The first prototype was 
developed and tested with only four data pods. (see Figure 1).  
 
The PIES is contained in the yellow hard-hat in the photo, while a data controller is located 
beneath the PIES inside the orange protective structure.  The vertical white structures are 
protective housings containing glass tubes which are the data pods themselves.   A PIES makes 
two measurements, round-trip acoustic travel time and bottom pressure.  These measurements 
are made on a predetermined schedule; for this test, measurements were made every 10 minutes.  
Once the PIES made a measurement the data was delivered to the data controller via an RS-232 
serial cable that comes standard with the PIES. The data controller then retransmitted the data via 
radio-frequency signals along wires laid along the frame.  It is important to note that the wires 
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that transmit data to the data pods do not penetrate the glass tubes – this is critical to avoid 
potential binding during release of the data pods.   The data pods were programmed to release 
one hour and three hours after deployment, and when they reached the surface they transmitted 
the data through the Iridium Satellite System back to land (see Figure 2). Several different 
satellite transmission systems are being investigated in order to determine optimal cost- 
effectiveness. 

 
 
Figure 1: Left: Photo of prototype ABIISS system with a PIE in the Straits of Florida.  For the prototype 
testing only four data pods were built.  The PIES was set to sample travel time and bottom pressure every 
ten minutes. Right: Data pod transmitting data via satellite after release  
 
No modifications are required to adapt any oceanographic instrument for use with the ABIISS 
system. The first open ocean test was extremely successful.  Initially a problem was detected 
with the release mechanism. The burn wire mechanism successfully burned the wire but the data 
pods had to be released with the assistance of scuba divers. The mechanical problem stemmed 
from the design of the spring-assisted release system.  This minor design flaw was corrected 
onboard the ship and the second deployment proceeded flawlessly. The data pods released as 
programmed, and once they reached the surface the data was transmitted via the iridium satellite 
system and received onboard the ship via email.  
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Figure 2.   Flow diagram for the data pod system. 
 
 
Additional photos and videos of the data pod system can be found at:  
www.aoml.noaa.gov/phod/instrument_development  
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1. Project Summary 
 

Tropical rainfall data taken over both land and ocean is particularly important to the 
understanding of our climate system.  Not only is it a tracer of latent heat, it is vital to the 
understanding of ocean properties as well, such as latent and sensible heat flux, salinity changes 
and attendant local ocean circulation changes. In addition, rain gauge observations from low-
lying atolls are required to conduct verification exercises of nearby buoy-mounted rain gauges, 
most of which are funded by NOAA’s Climate Observations’ Project (COP) program. 
 
This project supports the effort to “build and sustain the global climate observing system that is 
needed to satisfy the long-term observational requirements of the operational forecast centers, 
international research programs, and major scientific assessments”.  Our current and future 
efforts include expanding our mission to collect, analyze, verify and disseminate global rainfall 
data sets and products deemed useful for Operational Forecast Centers, International Research 
Programs and individual researchers in their scientific endeavors.  Housed in the Environmental 
Verification and Analysis Center (EVAC) at the University of Oklahoma, the EVAC has built 
upon work from past NOAA-supported projects to become a unique location for scientists to 
obtain scarce rain gauge data and to conduct research into verification activities.  These data are 
continually analyzed to produce error-assessed rainfall products and are easily assessable via our 
web page (http://pacrain.evac.ou.edu/).  We’re also actively involved in research of the tropical 
rainfall process using data obtained from this project (Morrissey, 2009). 
 

http://pacrain.evac.ou.edu/).
http://ams.allenpress.com/perlserv/?request=get-abstract&doi=10.1175%2F2008JHM1039.1


Scientists need only to access the PACRAIN web site <http://pacrain.evac.ou.edu> to obtain the 
most comprehensive Pacific rainfall data set anywhere in the world.  The Surface Reference Data 
Center web site <http://srdc.evac.ou.edu> contains validation data for various regions.  Many of 
these regional data sets are impossible or impractical to obtain elsewhere.  The EVAC serves the 
research community by actively working with individual countries in environmentally important 
locations to help provide them with infrastructure, education and other short and long-term 
support.  The return on this investment by NOAA has been significant in terms of enabling 
EVAC to provide the scientific community with critical, one-of-a-kind rain gauge data sets and 
to have established ongoing mutually beneficial relationships that should lead to future 
collaborations.  Past successes with this strategy have proven very worthwhile on a cost-benefit 
basis.   
 
Due to the importance of tropical Pacific rainfall data to climate research and operational and 
climate forecasting we work collaboratively with the Pacific Island Global Climate Observing 
System (PI-GCOS) program to effectively and efficiently match the areas of commonality 
among both COP’s and PI-GCOS’s objectives. One of these common areas is the strengthening 
of the existing Pacific observation climate network for both atmosphere and ocean. 
 
Specifically, we seek to collect all available rain gauge data 1) in environmentally critical 
locations (e.g. tropical Pacific), 2) where dense rain gauge networks exist and 3) where 
agreements can be made to help construct rain gauge networks in these critical locations.  These 
data are assimilated, homogenized, and error-checked and then made available to the general 
research community.  
 
To create the most comprehensive Pacific raingauge database possible it is necessary to continue 
to work closely with the Pacific meteorological services to help them sustain high their quality 
gauge networks. One of our most successful efforts during the last few years was (and is) the 
implementation of a large network of new manual-read rain gauges and automatic data-logger 
equipped tipping bucket rain gauges located on various atolls and islands managed by the local 
Pacific meteorological services. A total of approximately 60 automatic, high quality tipping 
bucket gauges are being operated by various Pacific Island meteorological services.  We 
currently are collecting the data in tip format and converting it to 1 minute resolution.  One of 
new efforts this year has been to conduct research using the tipping bucket data.  The research 
this year has one of the first articles on stochastic modeling tropical rain rates.  His paper was 
published in the International Journal of Climatology.  
 
Our Pacific educational program, SPaRCE (http://sparce.evac.ou.edu/) contributes in a direct 
way to the PACRAIN database through the contribution of Pacific schools taking manual read 
daily rain gauge measurements while learning about the importance of weather and climate.  
Underlying these projects is the long-term effort to help build the capacity of the all the PNMS to 
better serve their constituents.  This will ultimately result in the PNMS being able to self-sustain 
their data networks.  We continue to contribute to this effort by providing what we can in terms 
of needed supplies, education and communication infrastructure (e.g. involvement in the 
Radio/Internet; i.e. RANET project) until the PNMS become completely self-sustainable.  We 
also work collaboratively with the Secretariat for Pacific Regional Environmental Programme 
(SPREP) which is located in Apia Samoa.  SPREP acts as a communication conduit through 
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which we communicate and collaborate with the different PNMS. This project is continually in 
the process of implementation with a portion of the total number of gauges on operational status, 
some currently being shipped to the Pacific and some needing maintenance.  We work 
particularly close with the New Zealand Meteorological Service and the attached PI-GCOS 
Technical Support Project to accomplish the later objective.  
 
The PACRAIN data set has been used by many researchers for a variety of purposes (e.g. 
Delcroix et. al, 1996, Pingping Xie et al., 2007). The uses include incorporate into climate models, 
climate studies, and the verification of satellite rainfall algorithms. The data set is also refenced 
by many programs and is included in  NASA’s Global Change Master Directory. 
 
It is our belief that by working directly with local Pacific island meteorological services, we 
bring tangible benefits to the global climate research community through data base development 
and enhancement.  In turn, the local meteorological services also benefit directly through 
enhanced forecast products developed by the scientific community using these critical data sets. 
 
 
2. Accomplishments 

 
2.1. Delivering vital rainfall data to the research community through on-line access of 

the PACRAIN database (ongoing). 
   
Rain rate measurements over open ocean regions are very important in the assessment of satellite 
rain algorithms climate change and modeling of physical processes.  Until recently, no Pacific 
island rainfall measurements have been available at resolutions less than one hour.  Our new 
MetONE rain gauges tipping bucket gauges are equipped with data loggers and have been 
donated by the University of Oklahoma for this project.  In turn, they have been given to the PI-
GCOS Coordinator, headquartered at SPREP, for distribution to the various PNMS. We have 
deployed over 50 of these gauges throughout the Pacific region during 2008.  We are currently 
receiving rainfall tip data back from many PNMS and these data are inserted into the PACRAIN 
database.  These data are particularly important in the understanding of basic tropical rain 
systems and consequently, more accurate global climate models.  These data are all included in 
the PACRAIN database. 
 
The achievement of this objective could not be accomplished without the close collaboration of 
the PI-GCOS Steering Group and the current PI-GCOS Coordinator.  Other important 
collaborative groups are the Global Ocean Observing System (GOOS), the New Zealand 
Meteorological Service, and the New Zealand Institute for Research in Water and Atmosphere, 
the Australian Bureau of Meteorology, Meteo-France and the US National Weather Service.  
 
PI-GCOS Tipping Bucket Project Web site and related web sites: 
            
http://pacrain.evac.ou.edu (PACRAIN site) 
 
http://srdc.evac.ou.edu (Surface Reference Data Center site) 
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http://sparce.evac.ou.edu (Schools of the Pacific Rainfall Climate Experiment, SPARCE) 
 
http://www.pi-gcos.org/  (the P.I. initiated the PI-GCOS web site in collaboration with the 
GOSIC project at the University of Delaware.  It now under the auspices of the NOAA National 
Climatic Data Center.   
 
 
2.2. Provide high spatial density world regional rain gauge datasets for use in satellite 

rainfall algorithm verification (ongoing). 
 
EVAC maintains a database of selected high density raingauge network data for use in satellite 
rainfall algorithm assessment.  Parts of our responsibilities include operating the Surface 
Reference Data Center (SRDC), which is associated with the Global Precipitation Climatology 
Project (GPCP).  Our tasks in this capacity include identifying and collecting these data sets and 
making them available to researchers for this purpose. We also conduct studies on the errors 
involved when comparing satellite and rain gauge data. During 2008 we began research on the 
rain rate characteristics of tropical rainfall by developing a tropical point process model.  The fit 
of the model at various temporal scales was tested using the data from the tipping bucket gauges.  
 
The results of our research (Morrissey, 2009; Figure 2) indicate that the model is able to 
reproduce the rain rate statistics computed from Tongan METOne gauges quite well.  This study 
would not have been possible without the tipping bucket data.  The model now can be further 
tested at other sites which will allow the assessment the statistical characteristics unique to 
tropical rainfall.   
 

 
 

 

Figure 1.  Comparison of the the newly developed rainfall model with Tongan rain rate statisitcs 
at different time resoltuions.   
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2.3.  Maintain and Improve an Error-assessed PACRAIN Database (ongoing). 
 
The core asset of PACRAIN and SPaRCE programs is the online rainfall database.  This 
database contains historical data from several sources, and is updated monthly with the latest 
data from three sources: the National Climatic Data Center (NCDC), the National Institute for 
Water and Atmospheric Research (NIWA) in New Zealand, and the SPaRCE program.  
Additional updates are done as needed.  The pacusers mailing list is maintained as a way to 
disseminate information and provide support to PACRAIN users 
(http://pacrain.evac.ou.edu/pacusers.html).  Database changes are also cataloged online 
(http://pacrain.evac.ou.edu/changes.html).  Some database statistics: 

 
 ~2 million observations 
 ~8 thousand observations added each month 
 839 sites 
 monthly data with some records beginning  in 1874 
 daily records begin in 1942 

 
Over the past few years the PACRAIN database has undergone a number of upgrades, and this 
trend continued in FY 2006.  Previous upgrades focused on infrastructure, but the most recent 
improvements have been to the underlying data.  The quality control of PACRAIN data is an 
ongoing process, and errors are corrected as they are discovered.  A comparison of PACRAIN 
records to satellite data was performed in May to evaluate the accuracy of PACRAIN 
timestamps.  
 
In addition to specific database upgrades, other routine activities continued throughout the year.   
The PACRAIN database continues to be upgraded on a monthly basis with data from the Schools 
of the Pacific Rainfall Climate Project (SPaRCE) project, the National Climatic Data Center, 
New Zealand Institute for Research in Water and Atmosphere (NIWA), and directly from the 
individual PNMS.  Also, several journal articles have been accepted into print which details the 
PACRAIN operations and objectives. 
 
 
2.4. Current Status and Completed Work of PACRAIN Database (2009) 

 
Status: 
 
 The PACRAIN database currently contains more than 2.3 million records from 858 

unique sites. 
 Approximately 100,000 records are added to the database each year. This number has 

remained consistent for several years, although the overall data volume has dropped off 
since the 1990s, particularly among the locations that previously reported to NIWA. 
 More than 55,000 tipping bucket gauge observations were initially added to the 

database in 2008, but since then new data have not been received on a consistent basis. 
 The database is updated with new data on a monthly basis, and are available via a web-

based database interface at <http://pacrain.evac.ou.edu>. 
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 The PACUSERS mailing list is for communication with PACRAIN data users: 
<http://pacrain.evac.ou.edu/pacusers.html> 

 
Completed Work (2009): 

 
 The new PACRAIN web site has been deployed for internal alpha testing. 
 A new HOBO data logger was sent to Cook Islands for one of their tipping bucket 

gauges. 
 

Ongoing progress 
  

 Work continues to get more tipping bucket gauges deployed to the field, and to retrieve 
data from the operational gauges on an ongoing basis 

 A prototype Pacific tropical cyclone database has been developed in collaboration with 
Howard Diamond, and this is undergoing improvements as necessary. 

 PACRAIN is assisting the Solomon Islands Meteorological Service with establishing a 
cooperative observer rainfall network. 

 A quality assurance scheme is being developed for the tipping bucket gauge network to 
identify suspect observations and faulty gauges 

 Kiribati has requested help in procuring new thermometers and rain gauges. 
 The Fiji Meteorological Service has requested help in configuring their PACRAIN 

tipping bucket gauges for real-time remote access. 
 Working with Samoa weather service to get data from remote locations 

 Working with Dean Solofa to track down tipping bucket rain gauges 
 

Plans for FY 2010 
 
 PACRAIN Geodatabase 

The creation of a PACRAIN geodatabase of station locations and attributes such as data   
source,  activity, terrain, elevation, and etc. will enable further GIS (geographic 
information    system) analysis of the PACRAIN dataset.  From the creation of this 
geodatabase, a map set of each country will be produced that includes station information 
and attributes.  These maps will then be sent to the regional meteorological services so 
that they know where each site is located. 

 
    Remote Science Fair  
 This science fair will encourage projects that use the data participants collect for the 

SPaRCE project.  Since the distance between the SPaRCE headquarters and the 
participating schools is not conducive for a traditional science fair, our version will be 
online and the projects will be showcased in the quarterly newsletter.  A letter will be 
sent out in the January edition of the newsletter to inform teachers of the science fair and 
get an idea of how many would like to participate. 

 
 Website 
  A public beta version of the new web site should be online by the end of the first quarter 

of 2010. 
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2.5. Survey of PACRAIN Usage 
 
1. User Requests 
 
Last year we conducted a survey of the users of the PACRAIN database.  We maintain query log on 
our server which goes back 26 months.  In that time, 98 users (distinct e-mail addresses, 
excluding us) have made 153 queries that returned 45 million records.  Almost half of all queries 
return at least 1000 records. Most users are one-time visitors, and approximately 15% have made 
more than one query. 
 
The server logs only go back one month. In that time, the full dataset has been downloaded 14 
times, and the monthly update has been downloaded 11 times. 
 
2. Institutional Usage 
 
The PACRAIN database is hosted on NASA Goddard’s Global Change Master Directory 
(http://gcmd.nasa.gov/records/GCMD_ATOLL_RAIN_PACIFIC.html) and linked from a 
number of project web sites such as PI-GCOS: http://www.pi-gcos.org/data_access.htm, 
UCAR’s CISL Research Data Archive (http://dss.ucar.edu/datasets/ds484.0/), the U.S. Global 
Change Research Information Office (http://www.gcrio.org/datainfo/index.html).  The 
PACRAIN dataset also makes up part (303 stations) of the Global Historical Climate Network 
(GHCN) (http://www.ncdc.noaa.gov/oa/climate/ghcn-monthly/index.php) developed and 
maintained by NOAA’s National Climatic Data Center (NCDC).   The dataset forms an intergral 
part of many international project such as the Global Precipitation Climatology Project (GPCP).  
There are also many international organizations which link to our server (SOPAC, 
http://www.pacificwaterefficiency.com/links.html,. 
 
The PACRAIN dataset will also form a critical component of NASA Global Precipitation 
Measurement Program (GPM) (see below). 
 
One of the most important operational use of the PACRAIN dataset is it’s inclusion in the CMAP 
satellite/raingauge merged global precipitation estimates, managed by Pingping Xie from NOAA’s 
Climate Prediction Center (see below). 
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The CPC Merged Analysis of Precipitation ("CMAP") is a technique which produces 
pentad and monthly analyses of global precipitation in which observations from raingauges 
are merged with precipitation estimates from several satellite-based algorithms (infrared 
and microwave). The analyses are are on a 2.5 x 2.5 degree latitude/longitude grid and 
extend back to 1979. These data are comparable (but should not be confused with) 
similarly combined analyses by the Global Precipitation Climatology Project which are 
described in Huffman et al (1997). 
 
 

 
 
 
It is important to note that the input data sources to make these analyses are not constant 
throughout the period of record. For example, SSM/I (passive microwave - scattering and 
emission) data became available in July of 1987; prior to that the only microwave-derived 
estimates available are from the MSU algorithm (Spencer 1993) which is emission-based 
thus precipitation estimates are avaialble only over oceanic areas. Furthermore, high 
temporal resolution IR data from geostationary satellites (every 3-hr) became available 
during 1986; prior to that, estimates from the OPI technique (Xie and Arkin 1997) are used 
based on OLR from polar orbiting satellites. 
 
 
3. Research Usage 
 
The following list is an abbreviated list of sampled refereed journal articles citing use of the 
PACRAIN database: 
 
Greene, J. S., M. Klatt, M. Morrissey, and S. Postawko, 2008: The Comprehensive Pacific 
 Rainfall Database. J. Atmos. Oceanic Technol., 25, 71-82. 
 
Greene, J. S., B. Paris, M. Morrissey, 2007: Historical changes in extreme precipitation events in 

the tropical Pacific region.  Climate Res., 34, 1-14. 
 
Xie, P. P., A. Yatagi, M. Y. Chen, et al., 2007: A gauge-based analysis of daily precipitation over 

East Asia.  J. Hydromet., 8, 607-626. 
 
Huffman, G.J., R.F. Adler, D.T. Bolvin, G. Gu, E.J. Nelkin, K.P. Bowman, Y. Hong, E.F. 

Stocker, D.B. Wolff, 2007:  The TRMM Multi-satellite Precipitation Analysis: Quasi-Global, 
Multi-Year, Combined-Sensor Precipitation Estimates at Fine Scale.  J. Hydrometeor., 8(1), 
38-55. 

 
Huffman, G.J., R.F. Adler, D.T. Bolvin, G. Gu, E.J. Nelkin, K.P. Bowman, Y. Hong, E.F. 

Stocker, D.B. Wolff, 2007:  The TRMM Multi-satellite Precipitation Analysis: Quasi-Global, 
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Multi-Year, Combined-Sensor Precipitation Estimates at Fine Scale.  J. Hydrometeor., 8(1), 
38-55. 

 
Islam, M. N. and H. Uyeda, 2007: Use of TRMM in determining the climatic characteristics of 

rainfall over Bangladesh. Remote Sens. Environ., 108, 264-276. 
 
Kidd, C. and G. McGregor, 2007: Observation and characterization of rainfall over Hawaii and 

surrounding region from the Tropical Rainfall Measuring Mission.  Int. J. Climatol., 27, 541-
553. 

 
Delcroix, T., C. Henin, V. Porte and P. Arkin : Precipitation and sea-surface salinity in the 

tropical    Pacific Ocean, Deep Sea Research I, Vol. 43, No. 7. pp. 1123-1141. 2006. 
 
Brown, J. E. M., 2006: An analysis of the performance of hybrid infrared and microwave 

satellite precipitation estimates over India and adjacent regions. Remote Sens. Environ., 101, 
63-81. 

 
Matthews, A. J. and H. Y. Y. Li, 2005: Modulation of station rainfall over the western Pacific by 

the Madden-Julian oscillation. Geophys. Res. Letters, 14. 
 
Nicholson, S. E., B. Some, J. McCollum, et al., 2003: Validation of TRMM and other rainfall 

estimates with a high-density gauge dataset for West Africa. Part I: Validation of GPCC 
rainfall product and pre-TRMM satellite and blended products.  J. Appl. Meteor., 42, 1337-
1354. 

 
Nicholson, S. E., B. Some, J. McCollum, et al., 2003: Validation of TRMM and other rainfall 

estimates with a high-density gauge dataset for West Africa. Part II: Validation of TRMM 
rainfall products.  J. Appl. Meteor., 42, 1355-1368. 

 
Xie, P. P., J. E. Janowiak, P. A. Arkin, et al., 2003: GPCP Pentad precipitation analyses: An 

experimental dataset based on gauge observations and satellite estimates. J. Climate, 16, 
2197-2214. 

 
Kummerow, C., Y. Hong, W. S. Olson, et al., 2001: The evolution of the Goddard profiling 

algorithm (GPROF) for rainfall estimation from passive microwave sensors. J. Appl. Meteor., 
40, 1801-1820. 

 
Adler, R. F., C. Kidd, G. Petty, et al., 2001: Intercomparison of global precipitation products: 

The third Precipitation Intercomparison Project (PIP-3). Bull. Am. Meteor. Soc., 82, 1377-
1396. 

 
Kummerow, C., J. Simpson, O. Thiele, et al., 2000: The status of the Tropical Rainfall 

Measuring Mission (TRMM) after two years in orbit. J. Appl. Meteor., 39, 1965-1982. 
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Adler, R. F., G. J. Huffman, D. T. Bolvin, et al., 2000:  Tropical rainfall distributions determined 
using TRMM combined with other satellite and rain gauge information. J. Appl. Meteor., 39, 
2007-2023. 

 
Zeng, X. B., 1999: The relationship among precipitation, cloud-top temperature, and precipitable 

water over the tropics. J. Climate, 12, 2503-2514. 
 
Chapman, T., 1998: Stochastic modelling of daily rainfall: the impact of joining wet days on the 

distribution of rainfall amounts. Environ. Model. Softw., 13, 317-324. 
 
Morrissey, M. L. and J. S. Greene, 1998: Uncertainty analysis of rainfall algorithms over the 

tropical Pacific. J. Geophys. Res. Atmos., 103, 19569-19576. 
 
Waliser, D. E. and W. F. Zhou, 1997: Removing the satellite equatorial crossing time biases 

from the OLR and HRC datasets. J. Climate, 10, 2125-2146. 
 
Huffman, G. J., 1997: Estimates of root-mean-square random error for finite samples of 

estimated precipitation. J. Appl. Meteor., 36, 1191-1201 
 
Ferraro, R. R., 1997: Special sensor microwave imager derived global rainfall estimates for 

climatological applications. J. Geophys. Res. Atmos., 102, 16715-16735. 
 
Lin, B. and W. B. Rossow, 1997: Precipitation water path and rainfall estimates over ocean using 

special sensor microwave imager and International Satellite Cloud Climatology Project data. 
J. Geophys. Res. Atmos., 102, 9359-9374. 

 
Maliekal, J. A. and T. J. Petroski, 1996: Evidence of secular changes in rainfall data from the 

tropical western and central Pacific over a 20-year period.  Geophys. Res. Letters, 23, 2621-
2624. 

 
Morrissey, M. L. and N. E. Graham, 1996: Recent trends in rain gauge precipitation 

measurements from the tropical Pacific: Evidence for an enhanced hydrologic cycle. Bull. 
Amer. Meteor. Soc., 77, 1207-1219. 

 
Morrissey, M. L. and J. E. Janowiak, 1996: Sampling-induced conditional biases in satellite 

climate-scale rainfall estimates. J. Appl. Meteor., 35, 541-548. 
 
 
2.6. Enhancement of Educational Outreach Component of the SPaRCE Program 
  
For the past 15 years the Schools of the Pacific Rainfall Climate Experiment (SPaRCE) project 
at the University of Oklahoma has been working directly with elementary and high school 
teachers around the Pacific.   During this time, we have also worked informally with the Pacific 
island meteorological services to aid them with their own local educational outreach projects.   
However, given the age of the SPaRCE materials there is a need to upgrade them to include more 
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relevant information, e.g. the PI-GCOS program, Global Warming, cyclones, cyclone 
preparation brochure, etc.  
  
As the meteorological services in the Pacific islands continue to expand and enhance their 
technological capabilities, there is an increased awareness and appreciation by meteorological 
service personnel for the need of an educated public.  For example, more cooperative climate 
observer networks are being proposed and implemented in these countries, modeled after the 
U.S. Cooperative Observers Network (e.g. in Vanuatu, Samoa, and Tonga).  There are many 
challenges in implementing a sustainable cooperative observer program in the developing 
tropical Pacific island nations, one of which is the availability of easily understood educational 
materials that can be used by meteorological service personnel in recruiting and training 
potential observers.  In addition, disasters such as the December 2004 tsunami have emphasized 
the need for a basic understanding of any potentially dangerous phenomenon, such as hurricanes, 
by the general public.  The SPaRCE program is uniquely situated to be able to both continue 
collaborating directly with schools, and to aid the meteorological personnel in the islands to 
develop easily understood educational materials that can be used in a variety of circumstances.  
Additional funding for the SPaRCE program will be used to provide Pacific island 
meteorological services with low-cost rain gauges for their cooperative observer networks, and 
to hire a student to work with meteorological service personnel to develop and deliver 
educational materials aimed at both potential cooperative observers as well as the general public.  
In addition, these additional materials would be available through the Pacific-RANET project’s 
satellite/internet broadcasts. 
 
2009 Progress Related to the SPARCE Program: 
 

 18 schools actively participating: 8 new schools have yet to send in data, 7 have sent in 
data past 12 months, and 3 have not sent in data within past 12 months 

 SPaRCE data are available via a dedicated online interface at 
<http://sparce.evac.ou.edu/> 

 Participants can enter data online at the SPaRCE website, although no participants are 
currently using this feature. 

 A quarterly SPaRCE newsletter is published and distributed to participants and other 
interested parties. 

 Ten new or reinstated sites in past 12 months 
 Updated application and supporting documents 
 Mailed out recruitment packets to over 200 schools 
 Sent letters to dormant schools 
 Contacted each Pacific meteorological service to get more schools 
 Created 2010 SPaRCE calendar for participants 
 Created a new electronic mailing list for newsletter and information distribution  

  Created a SPaRCE Facebook group to encourage participant networking 
 
Ongoing Activities: 

 
 Rewriting the SPaRCE brochure. 
 Contacting various meteorological services for addresses of local schools. 
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 Working on sending out a large mailing to schools we have had in the past 
 and new  schools (about 150 total + addresses from meteorological services), to 

 join SPaRCE. 
 Workbook updates. 
 Working on new brochure 
 Working on new workbooks for schools 

 
 
3. Publications, Workshops, and Conference Presentations 
 
3.1. Publications 
 
Morrissey M..L., 2009:  Superposition of the Neyman-Scott Rectangular Pulses Model and the 

Poisson White Noise Model for the Representation of Tropical Rain Rates. Journal of 
Hydrometeorology, 10, 395-412. 

 
Michael D. Klatt, Univ. of Oklahoma, Norman, OK; and M. L. Morrissey and J. S. Greene; 

2009: Analyses and applications of the PACRAIN tipping bucket gauge dataset, AMS 
extended abstract.  
 

3.2. Conferences and Meetings 
 

 Mark Morrissey and Susan Postawko will be attending the annual SPREP meeting, 
Apia, November 2009 

 Michael Klatt will be presenting at the 2010 AMS Annual Meeting , Atlanta, January 
2010 

 9th Annual East-West Center International Graduate Student Conference on the Asia 
Pacific Region – February 2010 (proposed) 

 Pacific Educators Conference, July 2010 (proposed) 
 
 
 
 



 

 

 

 

 

 

 

 

VII. Argo Profiling Floats 
 

a. The Argo Project: Global Observations for Understanding and Prediction of Climate Variability 
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1. Abstract 
 
The U.S. component of the international Argo Project ( http://www.argo.ucsd.edu ), a global array of 
autonomous profiling floats, is implemented through this award. The present report covers Year 3 of  
the 5 -year “ sustained p hase” of  t he pr oject, w hich bui lds o n pr ogress made unde r pr evious awards 
(Phases 1,2 and 3) for pilot float arrays, data system development, and global  implementation.  
 
As of  November 1, 2007, t he i nternational Argo P roject, including the US c ontribution, ha s met i ts 
goal of  bui lding a  g lobal a rray of  3000 a ctive pr ofiling C TD f loats ( Roemmich a nd O wens, 2000, 
Roemmich et al, 2001, 2002, Gould et al., 2004), and established a data system to meet the needs of 
both ope rational a nd s cientific us ers f or da ta de livery i n r eal t ime a nd de layed mode. I n or der t o 
maintain the Argo array, it  is necessary to replace over 25% (800) instruments every year. Argo is a 
major initiative in oceanography, with research and operational objectives, providing a global dataset 
for climate science and other applications. It is a pilot project of the Global Ocean Observing System 
(GOOS). 
 
 

http://www.argo.ucsd.edu/�
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2. Project summary 
 
Objectives 
 
Phase 1 (9/99 – 9/02) and Phase 2 (7/00 – 6/02) of US Argo provided regional arrays of CTD profiling 
floats t o demonstrate t echnological capabilities for f abrication a nd for deployment of  f loat a rrays i n 
remote ocean locations (Phase 1) and to demonstrate the capability for manufacture and deployment of 
large float arrays (Phase 2). Development of the U.S. Argo Data System was carried out to make Argo 
data pub licly a vailable within a  da y of  c ollection, t o a pply a utomated qua lity c ontrol pr ocedures 
consistent with international Argo practices, and to provide research-quality data in delayed-mode.  
 
Phase 3  o f U S A rgo w as a 5 -year pr oject ( 8/01 – 6/06) aimed a t f ull im plementation o f th e U S 
component of Argo. Float deployment rates were increased to more than 400 per year beginning in CY 
2004 ( Fig 1 ). O bjectives w ere to a chieve 1500  a ctive U S Argo f loats (50% of  t he gl obal a rray), t o 
improve the spatial distribution of floats toward the target of uniform 3o spacing, to increase the mean 
lifetime of floats to 4  years, to operate the near-real time and delayed-mode data systems consistent 
with in ternational a greements, a nd t o pr ovide s ubstantial l eadership a nd c oordination r oles f or 
international Argo.  
 
Phase 4 of US Argo is a follow-on 5-year project (7/06 – 6/11) aimed at improving and sustaining the 
US component of Argo. Float deployment rates should average around 400 per year. Objectives are to 
sustain the array o f 1500 active US Argo f loats; to further improve the spatial d istribution o f f loats 
through t argeted de ployments; t o f urther i ncrease t he m ean l ifetime of  floats be yond 4 ye ars; t o 
continue to improve a nd ope rate t he ne ar-real time an d d elayed-mode d ata sy stems co nsistent w ith 
international agreements; and to provide substantial leadership and coordination roles for international 
Argo. 
 

 

 
 
Figure 1: Yearly deployments of United States 
Argo floats through 06 November 2009 (including 
Argo-equivalent), and growth in the number of 
active US floats. (Source:AIC) 
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3. Approach and work plan 
 
Float pr oduction a nd deployment a re a ccomplished b y f our f acilities – SIO ( production a nd 
deployment), WHOI (production)/AOML (deployment), UW (assembly and deployment), and PMEL 
(thorough t esting and d eployment of  c ommercially m anufactured f loats). T his d istributed e ffort ha s 
been designed to safeguard the US contribution to the Argo project from unforeseen problems at any 
one of  t he partner institutions. I t a lso m akes A rgo s uccess i ndependent of  t he pa rticipation o f a ny 
individual PI and institution or of  any s ingle f loat design. It a llows the l arge amount of  e ffort to be  
shared. It e ncourages i ndividual, t echnical innovation a nd e nhancement. W hile t he i nitial f ocus ha s 
been on i mproving f loat t echnical pe rformance, a ttention of  t he P Is w ill i ncreasingly f ocus o n 
demonstrating the scientific value of Argo.  
 
The data system is also distributed. AOML is the US Argo Data Assembly Center (DAC), responsible 
for a cquiring t he f loat da ta r eceived by s atellite c ommunications, f or c arrying ou t r eal-time q uality 
control, and for distribution of data via the GTS and to the Global Argo Data Assembly Centers. The 
second step in data management is a semi-automated drift-adjustment of the salinity sensor carried out 
by e ach f loat-providing P I, us ing ne arby h igh qua lity C TD da ta f or c omparison w ith f loat 
temperature/salinity data (Wong et al, 2003). The final step is individual examination of all profiles by 
the float-providing PIs, in order to provide high-quality data suitable for research applications.  
All Argo data are freely available within about 24 hours of collection, and can be accessed from the 
GTS or internet (http://www.usgodae.org/, or http://www.ifremer.fr/coriolis/cdc/argo.htm). 
 
4. Work Completed 
 
The goal of  1500 a ctive US Argo f loats has been achieved (Fig 2) . As of September 2009 t here are 
1761 active US Argo Program floats, plus 83 US Argo-equivalent instruments that also feed data to the 
US Argo DAC.  Floats are presently being deployed at a rate of 360 per year.  The increase in float 
 

 
Figure 2: The Argo Array as of 30 September 2009. The 1849 active US floats (Green), included 1761 
floats funded via US Argo, and 83 other US (Argo-equivalent) floats whose data are released by the PIs via 
the US Argo Data Assembly Center.   
 

http://www.ifremer.fr/coriolis/cdc/argo.htm�
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deployments that occurred in 2005-2007 was the result of a hiatus in float production in 2001-2003 to 
address problems l eading to h igh, premature failure rates.  T hose f loats were deployed beginning in 
2004.  It is not possible to deploy a global array entirely with opportunistic use of research vessels and 
commercial ships, an d so  chartered ve ssels a re used t o de ploy s ome floats i n t he S outh I ndian and 
South P acific O ceans ( description follows).  O f t he 184 9 a ctive U S A rgo f loats, 1183 a re i n t he 
Southern Hemisphere, reflecting the US commitment to eliminate the northern bias of the international 
Argo array and achieve uniform global coverage. A notable effort has been the collaboration between 
US Ar go a nd NI WA ( Argo-New Z ealand), r esulting i n more t han 700 de ployments s ince 2004 i n 
remote ocean locations by NIWA’s R/V Kaharoa.  
 
Good progress has been made in increasing float lifetimes (Fig 3). For floats deployed in 2004, about 
75% remain active after 130 cycles. Nearly 90% of 2005 deployments remain active after 100 cycles. 
It is likely that the goal of a  4-year mean l ifetime has been met for both APEX and SOLO designs.  
Floats d eployed i n 2007  a nd 2008  exhibit a  s lightly h igher f ailure r ate due  to a  p roblem i n C TDs 
manufactured by S ea-Bird Electronics – see next section.  T he re-design of the SOLO float (SIO) in 
order to attain increased lifetime and capabilities has been completed.  A prototype SOLO-II float has 
been deployed twice for short periods and will soon be redeployed in an accelerated testing program.  
The US is the technology leader in profiling floats and about 90% of floats in the international array 
are made in the US. 
 
The Argo data system continues to operate well, with the AOML DAC providing near-real time data to 
the G DACs in  N etCDF f ormat c onsistent w ith in ternational s pecifications. Im provements in 
procedures continue to be implemented as required by the International Argo Data Management Team. 
A backlog in processing of research-quality delayed-mode data has been substantially reduced and will 
be eliminated in the coming year. A pressure-offset error was detected in some WHOI floats this year 
and corrective steps have been taken (http://www-argo.ucsd.edu/Acpres_offset2.html ). Procedures are 
being considered for more effective detection of systematic data errors. 
 

 
 
Figure 3:  Float reliability. Note that the percentage of floats surviving for at least 100 cycles 
increased from about 65% for 2002/03 deployments to about 85% for 2005 deployments. 
 

http://www-argo.ucsd.edu/Acpres_offset2.html�
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The US Argo consortium plays strong leadership roles in the international Argo project. This includes 
the international Argo Steering Team Co-Chairman (Dean Roemmich, SIO) and the international Argo 
Data Management Team Co-Chairman (Mark Ignaszewski, FNMOC) as well as many international 
panel memberships. US partners provide international leadership in float technology and data 
management techniques through workshops and training of international colleagues. US partners 
provide coordination for deployment planning activities in the Pacific, Atlantic, and Southern Oceans. 
The US is also a leader in utilization of Argo data, organizing international symposia such as the Argo 
session at the 2007 IUGG conference, and through sharing of research results and operational 
capabilities.  
 
5. CTD Recall 
 
In May of 2009, Sea-Bird Electronics issued a recall of all CTDs used on Argo floats worldwide.  An 
update of that recall was circulated in October 2009 and is attached as Appendix I.  T he problem has 
been identified as “micro-leaks” in the pressure transducer, manufactured by Druck Industries as early 
as 2006, used in the CTDs.  Appendix I provides data on the possible extent of the impact of the defect 
as affecting possible 3% of the CTDs provided before 2007 and increasing since.  Argo float providers 
have r eanalyzed f loat d ata f or po ssible indications of  t his failure t hat might ha ve been a ttributed t o 
other causes and these analyses suggest that the 30% level stated in Appendix I may be the case for the 
post-2007 CTDs.  One of the problems in identifying this failure mode is that it may take up to nearly 
two ye ars t o manifest i tself.  A ppendix I  a cknowledges t he c ontribution t hat t he U niversity of  
Washington made to the impact of the problem.  T he University of Washington also played a critical 
role in identifying the problem. 
 
This recall has resulted in a hiatus in the shipment of CTDs and, thus, the provision of profiling floats 
by the instrument manufacturers.  T he eventual impact on t he deployment of floats in 2009 a nd 2010 
has ye t t o b e de termined.  A ppendix I  makes r eference t o a sm all n umber o f p ressure t ransducers 
manufactured by Paine Industries that were used in CTDs prior to 2001 that Sea-Bird was able to make 
available for upcoming cruises.  These transducers had a significant but quantifiable pressure drift that 
did not r esult i n co mplete f ailure of t he C TD.  T he A rgo S cience Team ev aluated d eployment 
opportunities and their requirements for CTDs and provided their evaluation as to the distribution of  
CTDs t o t he A rgo P rogram t o S ea-Bird.  T heir h ighest priority w as to pr ovide C TDs f or being 
deployed during unique or one-time only cruises in d ifficult r egions to access using research and/or 
vessels of  oppor tunity.  S ea-Bird ha s pr ovided C TDs with pr essure t ransducers used pr eviously, 
transducers that have been determined to be “good” manufactured by Druck Industries, and transducers 
provided the new supplier – Kistler.  Float providers are reluctant to move to the Kistler transducer in 
large num bers un til a  t horough e valuation of  the pe rformance of  t he CTDs w ith this t ransducer o n 
deployed instruments c an be  m ade.  T his w ill t ake s everal ye ars.  T he U .S. pr ogram ha s r eceived 
enough CTDs to support a float deployment in the South Indian Ocean in November 2009 – January 
2010. 
 
6. Scientific Accomplishments 
 
A sparse global Argo array was achieved in 2004, and so there are now nearly 4 years of continuous 
global coverage.  In 2006, Argo provided over 90,000 high quality profiles of temperature and salinity, 
most t o 2,0 00 m eters, homogeneously di stributed ove r t he gl obal o cean, without sea sonal b ias.  
Beginning in 2007, more than 100,000 profiles a year are being received with 91% being distributed on 
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the GTS within 24 hour s of collection (U.S. – 96% within 24 hours), and approximate 96% available 
within 72 h ours vi a the G TS a nd Internet.  F igure 4  s hows th e g rowth o f p rofiles a vailable a t th e 
GDACs since June 2007 and the status of the Delayed-Mode Quality Control processing as of August 
2009.   
 
 

 
 

(a) Monthly statistics of profiles at the GDACs from 
June 2007 through September 2009. 

 
 

(b) Status of the Delayed-Mode Quality Control (DMQC) 
processing as of August 2009. 

 
Figure 4:  Argo Profiles at the Global Data Assembly Centers (GDACs) 
 
Because of the need to obtain extended data records to assess instrument drift, profiles are considered 
“eligible for DMQC when a one-year record has been obtained from the instrument.  As of this report, 
approximately 67% of the total number of profiles eligible for DMQC processing have been processed.  
The U .S. ha s pr ocessed a pproximately 80%  of i ts eligible p rofiles.  D MQC p rocessing is a l abor 
intensive p rocess.  T hree d ifferent s oftware r outines h ave b een p ublished an d b een u sed to p rocess 
profiles in an automated mode, however, a large fraction (80% or so) have to be manually inspected to 
determine i f a si gnal r epresents sen sor d rift o r represents c hanging w ater m asses.  Assessing water 
mass changes requires inspection of the T-S profiles, an understanding of the dynamics of the region, 
and often access to other datasets such as high-quality, shipboard CTDs.  
 
One major i mpact of  A rgo ha s be en i n t he a mount of  da ta now  be ing r eceived f rom t he S outhern 
Hemisphere, more t han ha lf of  t he oc ean.  A  nu mber of  f actors, m any r elated t o t he ge ographic 
isolation of  the Southern Ocean and lack of  population in the southern hemisphere contribute to the 
lack of data from the Southern Hemisphere.  Opportunities for the collection of routine observations is 
limited t o a  ve ry f ew, major s hipping r outes i n t he t ropics a nd s ubtropics.  O bservations i n hi gh 
latitudes are g enerally limited to  re search p rograms o ccurring a t irre gular f requencies a nd A ntarctic 
research and supply vessels which transit specific routes.  Very few observations are taken during the 
Austral winter, with those that are, taken north of 30º S. 
 
Figure 5  p resents t he t emperature p rofile d ata r eceived b y t he C oriolis O perational O ceanography 
Center  Data Service in Brest, France which is also one of the Argo GDACs ( the other being at the 
Fleet Numerical Meteorology and Oceanography Center in Monterey, California).  The data are from 
January (Austral summer) and July (Austral winter) 2009, months with an equal number of days.   The 
number of Argo profiles delivered is over 4,200 in both periods, relatively uniformly distributed except 
south of  60º S , the r egion s ubject t o s easonal i ce c over (Argo f loats c an ope rate under i ce, s toring 
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profiles f or l ater t ransmission).  T he nu mber of  X BT pl us C TD pr ofiles dr ops 900 t o 400 be tween 
summer and winter with virtually no profiles south of 30º S (there are a few off Perth, Australia).  This 
means that any operational ocean model would lack any in s itu temperature profile data from a vast 
portion of the ocean during the Austral winter if not for Argo data.  Even in the Austral summer, there 
would onl y be  a round 30 t emperatures pr ofiles a  da y, on  a verage, f rom t he S outhern H emisphere 
ocean if not for Argo.   
 
 

 
 
Figure 5:  Profiles from the Southern Hemisphere received at the Coriolis Data Service  
 
Globally A rgo pr ovides a pproximately t hree t imes a s many t emperature p rofiles in a y ear as X BTs 
plus CTDs received at Coriolis.  XBTs account for about 70% of the total profiles received.  The major 
portion of the XBT profiles are to 750 meters while CTD data often goes to 2,000 meters and deeper 
and includes salinity data.  W ith only four years of global coverage, as of the end of 2008 A rgo data 
provide 2 0% o f a ll th e te mperature p rofiles from th e S outhern H emisphere in  th e W orld O cean 
Database, 43% of all the salinity profiles and 62% of all the salinity profiles below 500 meters in the 
Southern Hemisphere. 
 
The Argo array is providing unprecedented views of the evolving physical state of the ocean. It reveals 
the p hysical p rocesses t hat b alance t he l arge-scale h eat and f reshwater b udgets of t he o cean an d 
provides a crucial dataset for initialization of and assimilation in seasonal-to-decadal forecast models. 
The 4-year global dataset provides a b aseline of the present climate-state of the oceans against which 
future variability can be observed by a sustained Argo array. I t also provides a comparison point for 
past datasets to describe decadal change in the oceans. Figure 6 is a plot of the global averages of T, S, 
and σθ  minus the average of these parameters from World Ocean Atlas 01.  With 4-years of data we 
have, for the first time, a stable estimate of the mean of the global ocean over a fixed period of time. 
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Figure 6:  Zonal averages of (top to bottom) T, S, and σθ from Argo (contours), and the Argo- minus-
WOA01 differences (colors). 
 
These data indicate that (1) the southern hemisphere ocean is warmer and fresher in the Argo era than 
in W OA01; (2 ) the n orthern h emisphere is w armer a nd s altier; (3 ) h eat g ain is  d ominated b y th e 
southern hemisphere (because of a larger area); (4) surface layer stratification is increased; and (5) the 
Argo ocean is fresher in high rainfall regions, saltier in regions of high evaporation (indicating a global 
increase in the cycle of evaporation and precipitation. 
 
At l east 1 3 ope rational c enters around t he w orld a re us ing A rgo da ta o n a  r outine ba sis 
(http://www.argo.ucsd.edu/FrUse_by_Operational.html ).  Operational applications include ocean state 
estimation, s hort-term o cean f orecasting, atmosphere/ocean seaso nal-to-interannual pr ediction, a nd 
coupled climate modeling. Ocean state estimation has an increasing number of valuable uses including 
climate m onitoring, f orecast initialization, f isheries a nd e cosystem modeling, p rovision of  bounda ry 

http://www.argo.ucsd.edu/FrUse_by_Operational.html�
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conditions for regional and coastal modeling, and others.  Operational centers have noted that the use 
of Argo data has had positive impacts in all the above applications . 
 
About 535  r esearch publications have resulted so far from Argo data, including 172 in 2008-2009 (to 
date).  These publications span a w ide variety of research topics from small spatial-scale/short time-
scale phenomena such t ropical cyclone intensification, t o studies o f mesoscale eddies, t o l arge-scale 
phenomena such as water mass variability and basin-scale ocean circulation. Almost none of this work 
would have been possible without the contributions of U.S. Argo to building, sustaining, and utilizing 
the array. 
 
7. Education and outreach 
 
National Security  
 
The US Navy has a strong interest in accurate estimates and forecasts of the physical state of the ocean 
and the coupled air-sea system, because of the obvious impacts of wind, waves, currents, and 
temperature on virtually all aspects of naval operations. The Navy has experimental ocean state 
estimation and forecasting efforts, using both regional and global models, for which Argo provides a 
central contribution for ocean data assimilation. The Navy interest is further expressed by the hosting 
of one of the two Global Argo Data Centers (at FNMOC, Monterey), by NAVOCEANO participation 
as a provider of floats for international Argo, and by NAVOCEANO participation in air deployment of 
Argo floats. Phase 1 of US Argo was supported by ONR. 
 
Economic Development  
 
GODAE OceanView: GODAE OceanView follows on from an experiment (Global Ocean Data 
Assimilation Experiment – GODAE) towards a long-term International Programme for Ocean 
Analysis and Forecasting. Argo plays a special role in GODAE OceanView because it is the only 
globally repeating subsurface ocean dataset, and is strongly complementary to its satellite counterparts. 
GODAE OceanView will provide coordination and leadership in: “(1) consolidating and improving 
global and regional analysis and forecasting systems (physics); (2) the progressive development and 
scientific testing of the next generation of systems covering biogeochemical and ecosystems and 
extending from the open ocean into the shelf sea and coastal waters; (3) the exploitation of this 
capability in other applications (weather forecasting, seasonal and decadal prediction, climate change 
detection and its coastal impacts, etc); and (4) assessing the contribution of the various components of 
the observing system and scientific guidance for improved design and implementation of the ocean 
observing system” (http://www.godae.org/oceanview.html). 
 
Quality of Life  
 
Argo is central to an unprecedented capability for global assessment of the evolving climate state of 
the ocean. The thermal structure of the upper ocean controls the temperature of the lower atmosphere, 
and is the primary variable defining the physical environment of ocean ecosystems. Over 80% of the 
increased heat content due to global warming of the air/sea/ice climate system in the past 50 years 
occurred in the oceans (Levitus et al., 2001). Climate stresses on ocean ecosystems have serious 
consequences, and sometimes dramatic ones, such as coral reef bleaching. Conversely the ocean can 
impact the atmosphere even on short time-scales such as through intensification of tropical cyclones. 

http://www.godae.org/oceanview.html�
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In the future, the impacts of a varying climate on the health of the seas and coastal ecosystems will 
become an increasingly important aspect of resource management. The unique niche of the Argo array 
is to provide global broadscale observations of the upper ocean.  
 
Science Education  
 
Although the Argo project is still very new, it is proving to be an attractive educational asset for 
secondary, tertiary, and post-graduate levels. For secondary education, the web-based and real-time 
nature of the Argo data system, as well as Argo’s strong climate-relevance, have been keys to engaging 
student interest in the oceans. Our consortium participates in a Pacific Island GOOS-sponsored 
initiative called SEREAD, (http://www.argo.ucsd.edu/FrEducational_use.html

 

) that uses Argo data in 
existing secondary science curricula in Pacific Island countries. In post-graduate education, Argo is 
already providing primary data for dissertation research of graduate students in the U.S. and other 
countries.  

Between the Real-Time and Delayed-Mode Quality Control Centers and the two Global Data 
Assembly Centers are the Argo Regional Data Assembly Centers (RDACs). These centers focus on 
(1) providing local expertise to the analysis of Argo data and (2) integrating Argo data with other data 
to produce integrative products for regional applications. These centers tend to be organized around 
ocean basins. The South Atlantic RDAC (SARDAC) is operated by U.S. Argo Program through the 
Atlantic Oceanographic and Meteorological Laboratory. Beginning in 2005, SARDAC has 
implemented a number of data analysis workshops (Cape Town, South Africa 2005; Accra, Ghana 
2006; Lagos, Nigeria 2009) and one technical workshop (Accra, Ghana 2008) in Africa. Since 2008, 
these projects have been implemented in conjunction with the U.S. Navy, Africa Partnership Station 
Program. Plans are underway for a data analysis workshop in Libreville, Gabon in 2010 which is 
being implemented in conjunction with the French National Marine Research Institute (IFREMER) 
and will be conducted in French. 
 
US Argo Consortium relevant web sites:  
 
Argo Steering Team home page http://www-argo.ucsd.edu  
Argo Information Center http://argo.jcommops.org  
Scripps Institution of Oceanography http://sio-argo.ucsd.edu  
Woods Hole Oceanographic Institution http://ursa.whoi.edu/~argo/  
University of Washington http://flux.ocean.washington.edu/argo/  
NOAA PMEL http://floats.pmel.noaa.gov 
NOAA AOML(US DAC and South Atlantic Argo Regional Center)  

http://www.aoml.noaa.gov/phod/argo/index.php  
US GDAC http://www.usgodae.org 
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9. Refereed Publications 
 
See 
 

http://www.argo.ucsd.edu/FrBibliography.html. 

Over 525 r esearch publications have resulted so far from Argo data (see above link), including 54 in 
the f irst ha lf of  2009. T hese publ ications s pan a  w ide va riety of  r esearch t opics f rom s mall s patial-
scale/short time-scale phenomena such tropical cyclone intensification, to studies of mesoscale eddies, 
to la rge-scale p henomena su ch as w ater m ass v ariability, b asin-scale o cean ci rculation, an d cl imate 
change. Almost none of this work would have been possible without the contributions of US Argo to 
building, sustaining, and utilizing the global Argo array. 
 

http://www.argo.ucsd.edu/FrBibliography.html�


 

 

 

 

 

 

 

 

VIII. Ocean Carbon Networks 
 

a. Global Repeat Hydrographic/CO2/Tracer surveys in Support of CLIVAR and Global Cycle objectives: 
Carbon Inventories and Fluxes 
 

b. Surface Water pCO2 Measurements from Ships 

• Underway CO2 Measurements Aboard the RVIB Palmer and Data Management of the Global 
VOS Program 
 

c. High-Resolution Ocean and Atmosphere PCO2 Time-Series Measurements 

 



Global Repeat Hydrographic/CO2/Tracer surveys in Support of 
CLIVAR and Global Cycle objectives: Carbon Inventories and Fluxes 

 

Richard A. Feely1, Christopher Sabine1, Gregory C. Johnson1, John Bullister1, Calvin W. Mordy1 
Rik Wanninkhof2, Molly Baringer2, Christopher Langdon2 and Jia-Zhong Zhang2 

 
1NOAA Pacific Marine Environmental Laboratory, Seattle WA 

2NOAA Atlantic Oceanographic and Meteorological Laboratory, Miami FL 

Table of Contents 
 
1. Abstract ....................................................................................................................................... 2 

2. Project Summary......................................................................................................................... 2 

3. Scientific Accomplishments ....................................................................................................... 6 

3.1 CTD/O  and Bottle Salinity (Baringer and Johnson) ........................................................... 6 2

3.2 Total Dissolved Inorganic Carbon (DIC) (Feely, Sabine and Wanninkhof) ........................ 7 

3.2.1 I6S final DIC data reduction .......................................................................................... 7 
3.2.2 I5 Cruise Results ............................................................................................................ 9 
3.2.3 Preparations for A13.5 – discrete pCO ...................................................................... 10 2

3.2.4 Data use........................................................................................................................ 11 
3.3 CFC Tracers (Bullister)....................................................................................................... 11 

3.4 Nutrients (Mordy and Zhang) ............................................................................................. 13 

3.5 Discrete Oxygen (Baringer and Langdon).......................................................................... 16 

4. Education and Outreach............................................................................................................ 17 

5. Publications and Reports........................................................................................................... 17 

5.1. Publications by Principal Investigators.............................................................................. 17 

5.2. Other Relevant Publications/References............................................................................ 19 

 
Figure 1. Global map of U.S (Top) and international (Bottom) Repeat Hydrography CO2/tracer 
Program hydrographic sections with carbon system measurements............................................... 3 
 
Figure 2.  Cross-section of DIC values for the I6S cruise .............................................................. 8 
 
Figure 3.  Cross-section of difference in measured DIC values and calculated DIC values for the 
I6S cruise. ....................................................................................................................................... 9 
 
Figure 4. Cross-section of DIC values for the I5 cruise. .............................................................. 10 
 
Figure 5. Cross-section of discrete pCO  from the AJAX cruise track (1984) that will be re-
occupied during A13.5.................................................................................................................. 11 

2

 
 



 
Figure 6. A section of CFC-12 concentrations along I05 in 2009. ............................................... 13 
 
Figure 7.  Sections of nitrate, phosphate and silicic acid along the I5 cruise track. ..................... 15 
 
Table 1. Sequence of Repeat Hydrography CO /Tracer completed and planned cruises in the 
oceans from 2003 to 2014............................................................................................................... 4 

2

Table 2.  Summary of number of CFC-11 samples taken and the estimated precision for the 
CLIVAR A13.5 cruise .................................................................................................................. 12 
Table 3.  Summary of number of CFC-12 samples taken and the estimated precision for the 
CLIVAR A13.5 cruise .................................................................................................................. 12 
Table 4.  Summary of number of SF  samples taken and the estimated precision for the CLIVAR 
A13.5 cruise .................................................................................................................................. 12 

6

 
 
1. Abstract 
 
The Repeat Hydrography CO2/Tracer Program is a systematic and global re-occupation of select 
hydrographic sections to quantify changes in storage and transport of heat, fresh water, carbon 
dioxide (CO2), chlorofluorocarbon (CFC) tracers and related parameters. It builds upon earlier 
programs (e.g., World Ocean Circulation Experiment (WOCE)/Joint Global Ocean Flux Study 
(JGOFS) during the 1990s) that have provided full depth data sets against which to measure 
future changes, and have shown where atmospheric constituents are getting into the oceans. The 
Repeat Hydrography CO2/tracer Program reveals much about internal pathways and changing 
patterns that will impact the carbon sinks on decadal time scales.  
 
2. Project Summary 
 
The program is designed to assess changes in the ocean’s biogeochemical cycle in response to 
natural and/or man-induced activity. Global warming-induced changes in the ocean’s transport of 
heat and freshwater, which could affect the circulation by decreasing or shutting down the 
thermohaline overturning, can also be followed through long-term measurements. Below the 
2000-m depth of Argo, Repeat Hydrography provides the only global measurements for 
observing long-term trends in the ocean (Figure 1, Table 1). The program also provides data for 
the Argo sensor calibration (e.g., www.argo.ucsd.edu), and support for continuing model 
development that will lead to improved forecasting skill for oceans and global climate. By 
integrating the scientific needs of the carbon and hydrography/tracer communities, major 
synergies and cost savings have been achieved. The philosophy is that in addition to efficiency, a 
coordinated approach will produce scientific advances that exceed those of having individual 
carbon and hydrographic/tracer programs. These advances will contribute to the following 
overlapping scientific objectives: 1) data for model calibration and validation; 2) carbon 
inventory and transport estimates; 3) heat and freshwater storage and flux studies; 4) deep and 
shallow water mass and ventilation studies; and 5) calibration of autonomous sensors.  
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Figure 1. Global map of U.S (Top) and international (Bottom) Repeat Hydrography CO2/Tracer 
Program hydrographic sections with carbon system measurements. In the bottom plan solid lines 
indicate funded lines. Dashed lines indicate planned lines that are not fully funded at this time.  
The U.S. cruises are designated with blue lines.  
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Table 1. Sequence of Repeat Hydrography CO2/Tracer completed and planned cruises in the oceans 
from 2003 to 2014.  

Schedule of US CO2/CLIVAR Hydrography Lines (as of 10/27/09)  

Dates 
Cruise 

(for documentation and results 
see the Data Links page) 

Days Ports 
Contact/Chief Scientist  

(overall coordinator: Jim 
Swift, SIO) 

Ship 

06/19/03-
07/10/03 A16N, leg 1 22 Reykjavik-Madeira Bullister, PMEL Ron Brown 

07/15/03-
08/11/03 A16N, leg 2 28 Madeira - Natal, Brazil Bullister, PMEL Ron Brown 

09/15/03-
10/13/03 A20 29 WHOI - Port Of Spain Toole, WHOI Knorr  

10/16/03-
11/07/03 A22 21 Port Of Spain - WHOI Joyce, WHOI Knorr  

06/15/04-
07/25/04 P2, leg 1 41 Yokohama-Honolulu Robbins, SIO Melville 

07/28/04-
08/27/04 P2, leg 2 32 Honolulu - San Diego Swift, SIO Melville 

01/09/05-
02/22/05 P16S 45 Wellington-Tahiti Sloyan/Swift, WHOI/SIO Revelle 

01/11/05-
02/26/05 A16S 48 Punta Arenas - Fortaleza Wanninkhof,Doney; 

NOAA/AOML,WHOI Ron Brown 

02/13/06-
03/03/06 P16N, leg 1 18 Tahiti-Honolulu Sabine; NOAA/PMEL 

Thompson 
 
Thompson 
Schedule  

03/10/06-
03/30/06 P16N, leg 2 21 Honolulu-Kodiak Feely; NOAA/PMEL 

Thompson 
 
Thompson 
Schedule  

02/04/07-
03/17/07 I8S 38 Dunedin, NZ-Fremantle Swift, SIO Revelle 

03/22/07-
05/02/07 I9N 38 Perth-Colombo, Sri 

Lanka Sprintall, SIO Revelle 

12/15/07-
01/16/08 P18 32 San Diego-Easter Island Johnson, Bullister, PMEL Ron Brown 

01/19/08-
02/23/08 P18 35 Easter Island- Punta 

Arenas Johnson, Bullister, PMEL Ron Brown 

02/04/08-
03/17/08 I6S 43 Durban-Cape Town Speer, FSU Revelle 

03/19/09-
05/14/09 I5 57 Cape Town-Fremantle Swift, Johnson, SIO, PMEL Revelle 

11/21/09-
2/11/10 P6 82 Brisbane - Valparaiso Macdonald, Curry, WHOI Melville 

2010 A13.5 42 Cape Town-Takoradi John Bullister, PMEL Ron Brown 

2010 A10 30 Rio de Janeiro-Cape 
Town in NOAA program NOAA 

2011 S4P 60 Lyttelton-Punta Arenas pending NSF 
2011 A5 30 Tenerife-Miami in NOAA program NOAA 

2012 A20/A22 59 Woods Hole-Port of 
Spain-Woods Hole pending UNOLS 

2012 A16N   in NOAA program NOAA 
2013 A16S   in NOAA program  NOAA 
2013 P02 68  pending NOAA 
2014 P16N   in NOAA program NOAA 
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Schedule of US CO2/CLIVAR Hydrography Lines (as of 10/27/09)  

Dates 
Cruise 

(for documentation and results 
see the Data Links page) 

Days Ports 
Contact/Chief Scientist  

(overall coordinator: Jim 
Swift, SIO) 

Ship 

2014 P16S 42  pending UNOLS 
 I7N 51 Port Louis/Muscat  UNOLS 

 
The Repeat Hydrography CO2/Tracer Program is being implemented to maintain decadal time-
scale sampling of ocean transports and inventories of climatically significant parameters in 
support of the Ocean Carbon Monitoring Network (Objective 7) of the Program Plan for 
Building a Sustained Observing Network for Climate. The sequence and timing for the sections 
(Figure 1; Table 1) takes into consideration the program objectives, providing global coverage, 
and anticipated resources. Also considered is the timing of national and international programs, 
including the focus of CLIVAR in the Pacific in the 2005-2008 timeframe; the Ocean Carbon 
and Climate Change Program (OCCC) that emphasizes constraining the carbon uptake in the 
Northern Hemisphere oceans, in part, in support of the North American Carbon Program 
(NACP); and the international Integrated Marine Biogeochemistry and Ecosystem Research 
(IMBER) program. Emphasis during 2010 is on the Southern Hemisphere. In addition, the 
proposed sections are selected so that there is roughly a decade between them and the 
WOCE/JGOFS occupations.  
 
The scientific objectives are important both for the CLIVAR and the OCCC programs, and for 
operational activities such as Global Ocean Observing System (GOOS) and Global Climate 
Observing System (GCOS). In mid-2001 the US scientific steering committees of CLIVAR 
(www.clivar.org) and the Carbon Cycle Science Program, (CCSP; 
www.carboncyclescience.gov) proposed the creation of a joint working group to make 
recommendations on a national program of observations to be integrated with international plans. 
Several community outreach efforts have been implemented to provide information about the 
program, such as a web site with interactive forum (http://ushydro.ucsd.edu/index.html), articles 
in EOS (Sabine and Hood, 2003) and the JGOFS newsletter, as well as AGU and Ocean Science 
meeting forums. The Repeat HydrographyCO2/Tracer Program addresses the need, as discussed 
by the First International Conference on Global Observations for Climate (St. Raphael, France; 
October 1999), that one component of a global observing system for the physical climate/CO2 
system should include periodic observations of hydrographic variables, CO2 system parameters 
and other tracers throughout the water column (Smith and Koblinsky, 2000; Fine et al., 2001). 
The large-scale observation component of the OCCC has also defined a need for systematic 
observations of the invasion of anthropogenic carbon in the ocean superimposed on a variable 
natural background (Doney et al., 2004). The CCSP has identified the critical need for the federal 
government to begin delivering regular reports documenting the present state of the climate 
system components. Through this plan NOAA has developed the infrastructure necessary to 
build, with national and international partners, the ocean component of a global climate 
observing system and to deliver regular reports on the ocean’s contribution to the state of the 
climate and on the state of the observing system.  

 
Recognizing the need to develop an international framework for carbon research, various 
working groups of programs like the International Geosphere-Biosphere Programme (IGBP), the 
World Climate Research Programme (WCRP), the International Human Dimensions Programme 

http://www.clivar.org/
http://www.carboncyclescience.gov/
http://ushydro.ucsd.edu/index.html


(IHDP), the Intergovernmental Oceanographic Commission (IOC), and the Scientific Committee 
on Oceanic Research (SCOR) have worked together to develop research strategies for global 
carbon cycle studies. Based on the recommendations coming from these programs, NOAA and 
NSF have co-sponsored the Repeat Hydrography CO2/Tracers Program, with program direction 
coming from the Repeat Hydrography Oversight Committee (Richard Feely and Lynne Talley, 
co-chairs; http://ushydro.ucsd.edu/index.html). Many other nations are also sponsoring similar 
carbon studies that are comparable in focus and have been designed to be complementary to our 
program (http://www.clivar.org/carbon_hydro/index.htm).  Consequently, there is an immediate 
need for global-scale coordination of these carbon observations and research efforts to achieve 
the goal of a global synthesis. There is also an urgent need to critically assess the overall network 
of planned observations to ensure that the results, when combined, will meet the requirements of 
the research community. Because of these issues, the Global Carbon Project (GCP; 
http://www.globalcarbonproject.org/) has initiated the International Ocean Carbon Coordination 
Project (IOCCP; http://www.ioc.unesco.org/ioccp/) to: (1) gather information about on-going 
and planned ocean carbon research and observation activities, (2) identify gaps and duplications 
in ocean carbon observations, (3) produce recommendations that optimize resources for 
international ocean carbon research and the potential scientific benefits of a coordinated 
observation strategy, and (4) promote the integration of ocean carbon research with appropriate 
atmospheric and terrestrial carbon activities. It is through the workings of the IOCCP and 
international CLIVAR that international coordination of data management, data synthesis and 
scientific interpretation of the global repeat sections results will be implemented. In addition, the 
Repeat Hydrography CO2/Tracer Program is being managed in accordance with the COSP Ten 
Climate Monitoring Principals. 
 
3. Scientific Accomplishments 

3.1 CTD/O2 and Bottle Salinity (Baringer and Johnson) 
 
In FY 2009 the AOML CTD group helped to support the I5 and P6 carbon cruise on the R/V 
Roger Revelle and the R/V Melville.  We were to provide one salinity analyst to the I7 Indian 
Ocean cruise; however piracy issues resulted in the cancellation of that cruise.  The hydrographic 
section P6 across 30°S in the Pacific Ocean will be occupied in 2010 instead.  For this cruise, the 
ODF/Scripps group requested that we send instead an oxygen analyst (A. Stafanick).  In addition 
preparation for FY2010 fieldwork including general instrumentation maintenance and upgrades 
continued.  This year, one paper by Baringer et al (2009) was published using repeated CTD 
sections to show potential changes in the strength of the meridional overturning circulation 
through the evaluation of the changes in deep temperature and salinity measurements. 

 
In FY 2009 the PMEL CTD group supported the 2009 reoccupation of the trans-Indian Ocean 
WOCE Section I5 along about 32S from Cape Town, South Africa to Fremantle, Australia.  We 
helped our NSF-funded colleagues to collect 194 full-depth CTD/O2 stations and associated 
water property samples during this 55-day cruise.  Dr. G. Johnson served as co-chief scientist.  
Our lead CTD/O2 data processor, K. McTaggart, stood a CTD watch, as did S. Purkey.  D. 
Wisegarver and E. Wisegarver measured CFCs and SF6.  D. Greeley and R. Castle measured 
DIC and underway pCO2.  C. Featherstone measured dissolved O2, and P. Proctor nutrients.  The 
cruise data and report are publically available online at  
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http://cchdo.ucsd.edu/data_access/show_cruise?ExpoCode=33RR20090320.   
These data are our primary deliverable for the year, and contribute to the decadal repeat of a 
global hydrographic survey.  They comprise instrumental records of ocean heat content and 
transport, sea level, and ocean carbon uptake and will contribute to global analyses of these 
topics.  When finalized, these data will be archived at NODC. 
 
In FY 2009 we also started preparations for the upcoming reoccupation of WOCE Section 
A13.5, a meridional section through the deep basins of the eastern S. Atlantic along 0E that will 
extend from the Antarctic Circumpolar Current at 54S to the continental shelf of Ghana, Africa 
at 5N.  We built new CTD frames and a trolley to move the CTD from the rail to the sampling 
bay on the ship. We are calibrating the CTD/O2 sensors prior to the cruise, assembling the 
instruments, computers, and supplies necessary for the cruise, and shipping the equipment to 
Charleston, SC where they will be loaded on the NOAA Ship Ronald H. Brown and await 
departure of the vessel. 

 
While analyses of repeat hydrographic data are not funded through this proposal, they are vital to 
the success of the program, so our efforts in this regard in FY2009 are summarized here.  This 
year we worked on analyses of repeat hydrographic section data demonstrating significant 
Antarctic Bottom Water (AABW) warming and freshening the southeast Indian Ocean (Johnson 
et al., 2008a) as well as warming and reductions in northward transport the western North 
Atlantic (Johnson et al., 2008b). Together, the results in the S. Indian, Pacific, S. Atlantic, and 
even the N. Atlantic Oceans suggest the possibility of a global pattern of AABW warming (and 
freshening near the source) in the past decade, which could constitute an important mode of 
climate variability, and a significant contribution to the global heat and sea level budgets.  
University of Washington graduate student S. Purkey is working with G. Johnson on a synthesis 
of these deep changes and their contributions to global budgets, which are important in reducing 
uncertainties of global warming.  We have also used repeat hydrographic data in a detailed study 
of the Pacific Ocean circulation (Macdonald et al., 2009), an analysis of continued long-term 
warming in the deep Caribbean Sea (Johnson and Purkey, 2009), a discussion of the role of 
climate-change amplified ocean mixing in attenuating ocean climate change signatures (Johnson 
and Kearney, 2009), and a comprehensive study of increasing low-oxygen zones in the tropical 
oceans (Stramma et al., 2009).  All of these works pertain to diagnosing the role of the ocean in 
the climate system.  Aspects of the abyssal warming analyses were reported at an the 
international scientific lead-up to COP-15 (Johnson, 2009), and are discussed in two sections of 
the annual “State of the Climate” report (Baringer et al., 2009; Johnson et al., 2009).  The 
increase of low-oxygen zones could have important implications for changes in ocean 
ecosystems, both pelagic and coastal. 

 

3.2 Total Dissolved Inorganic Carbon (DIC) (Feely, Sabine and Wanninkhof) 

3.2.1 I6S final DIC data reduction  

DIC and underway PCO2 measurements were performed on the I6S cruise that was run under the 
auspices of NSF. Cruise I6S on UNOLS vessel Roger Revelle departed Durban, South Africa on 
February 4, 2008 entered the southward-flowing Agulhas Current and traveled due south along a 
transect coinciding with Longitude 30 ˚E into the Antarctic Circumpolar Current down to the ice 
edge at 70 ˚S, and returned to Cape Town, South Africa on March 16, 2008.  
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The initial results were presented in the FY2008 report with the cross section reproduced below 
in Figure 2. Very high DIC values are observed in the Southern Ocean with a shallow 
thermocline south of 55˚S.  The penetration of North Atlantic Deep Water from the north at a 
depth of 2000-3500 m is manifested by lower DIC values.  This is attributed to better ventilation 
of this water mass compared to the older waters of Antarctic origin.  
 
During this performance period the DIC data underwent rigorous quality control including 
comparisons with other inorganic carbon parameters.  The final data was submitted to the 
CDIAC and CCHDO data centers.  Figure 3 shows the cross section of difference between 
measured DIC and calculated DIC – DIC(calc) using TAlk and pH(25)T  measured by the group 
of Prof. A. Dickson of SIO.  Of the 1349 co-located sample points for DIC, TAlk, and pH the 
average offset in DIC - DIC(calc) = 5.1 ± 3.9 µmol kg-1.  Figure 3 shows no systemic trend in 
the difference within the uncertainty of measurements and calculation, even thought there are 
significant differences in concentration of the parameters compared with depth and location (see 
Figure 3). 
 
 

 

Figure 2.  Cross-section of DIC values for the I6S cruise.  Note the higher resolution scale for 
values greater than 2200 µmol/kg to accentuate small changes in deep water values 
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Figure 3.  Cross-section of difference in measured DIC values and calculated DIC values (from TAlk and 
pH, A. Dickson, SIO) for the I6S cruise.   

 
 

3.2.2 I5 Cruise Results  
A total of over 500 pure (99.995%) CO2 gas calibrations were run on both SOMMA systems 
during I5.  The precision and accuracy obtained from these calibrations can be described as 
follows: 
 
1. The precision is displayed by the greater than 450 replicate samples drawn. The absolute 
average difference from the mean of these replicates are less than 0.85 µmol/kg. No significant 
systematic differences were noted. 
 
2. The accuracy can be described by the greater than 250 Certified Reference Materials (batch 
94) that were analyzed. The average difference from the certified value for these is 0.65 µmol/kg 
with a standard deviation of 1.5 µmol/kg. 
 
Full profiles were completed on half the total stations, with replicate samples taken from the 
surface, oxygen minimum, and bottom bottles.  On the other half of the stations, partial profiles 
were drawn throughout the water column with focus on the upper 1000m.  The replicate samples 
(N=465) were interspersed throughout the station analysis for quality assurance and integrity of 
the coulometer cell solutions. No systematic differences between the replicates were observed.  
Over 5000 samples were analyzed for discrete DIC. 
 
The stability of each coulometer cell solution was confirmed three different ways: the Certified 
Reference Material (CRM), Batch 94 supplied by Dr. Andrew Dickson of SIO, was measured at 
the beginning, gas loops were run at the beginning and at the end, and the replicate samples 
interspersed – but typically run at the beginning, middle, and end of each cell solution. The 
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coulometer cell solution was replaced after no more than 27 mg of carbon was titrated, typically 
after 9–11 hours of continuous use. 
 
The instruments each have a salinity sensor, but all DIC values were recalculated to a molar 
weight (µmol/kg) using density obtained from the CTD’s salinity sensor. The DIC values were 
corrected for dilution by the saturated HgCl2 addition used for sample preservation. The 
correction factor used for dilution was 1.0004. A correction was also applied for the offset from 
the CRM. On this cruise, the overall accuracy and precision for the CRMs on both instruments 
combined was 0.65 µmol/kg (n=228). DIC data reported to the database directly from the ship 
are to be considered preliminary until a more thorough quality assurance can be completed shore 
side. 

 
 

Figure 4. Cross-section of DIC values for the I5 cruise.   
 

 
 

The A13.5 cruise along the prime meridian from 54° S to 5° N will be the first re-occupation of 
this section since the AJAX cruise of 1984.  Since there were instrumental problems measuring 
DIC during the AJAX effort (T. Takahashi pers. com.) we decided to include discrete pCO2 
measurement on our upcoming occupation to be able to make a direct comparison with the 
historical measurements, and because of the high sensitivity of pCO2 to natural and 
anthropogenic change.  The historical data is shown in figure x.  We expect changes of about 40 
µatm in the near-surface due to invasion of anthropogenic CO2 over this time period. 

3.2.3 Preparations for A13.5 – discrete pCO2
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Figure 5. Cross-section of discrete pCO2 from the AJAX cruise track (1984) that will be re-occupied 
during A13.5 (see color bar in µatm). 

 
 

3.2.4 Data use  
The full datasets from the CLIVAR/CO2 cruises is submitted and stored at CDIAC and CCHDO 
for open access with no tracking of data use.  The Atlantic data has been used as reference 
cruises for the historical re-analysis in the CARINA effort (see synthesis and data management 
progress report and for papers see  
http://www.earth-syst-sci-data-discuss.net/special_issue2.html 
in which the NOAA CLIVAR/CO2 investigators were active participants.  The data will be used 
in major projects organized by GCP in the RECCAP (regional carbon cycle assessment and 
processes).  Basin and global   inventories analyses are planned as a result of the ocean carbon 
synthesis meeting in Monte Verita Switzerland in the summer of 2009.   
 

 
 3.3 CFC Tracers (Bullister) 

 
Participation on the CLIVAR I5 Indian Ocean expedition:  
A primary FY 2009 goal was to perform high precision measurements of CFCs and SF6 
(CFCs/SF6) on the I5 CLIVAR Repeat Hydrography Program expedition in the Indian Ocean. 
This goal was completed successfully. We designed, constructed and tested a CFC/SF6 analytical 
system for use on the 2009 CLIVAR I5 expedition. Two skilled analysts from PMEL 
participated on the ~57 day long expedition on the research vessel Roger Revelle. 
 
D. Wisegarver from PMEL coordinated preparing the CFC/SF6 equipment for the cruise. He was 
the lead analyst for the CFCs/SF6 measurements, processed the data sets, and calibrated and 
maintained the equipment. Concentrations of CFC-11, CFC-12 and SF6 in air samples, seawater 
and gas standards were measured by shipboard electron capture gas chromatography (EC-GC) 
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using techniques modified from those described by (Bullister and Weiss, 1988) and (Bullister 
and Wisegarver, 2007). 

 
Samples for the analysis of dissolved CFC-11, CFC-12 and SF6 were drawn from ~3509 of the 
6726 water samples collected during the I05 expedition.  Efforts were made to sample CFCs and 
SF6 from the same bottles sampled for key carbon system parameters (DIC, alkalinity, pCO2 and 
pH) and other tracers. We were successful in reaching our sampling goals. 
 
Data collected on this cruise are available and archived at: 
http://whpo.ucsd.edu/data_access/show_cruise?ExpoCode=33RR20090320 

 
The estimated precisions for the CFC-11 and CFC-12 seawater analyses are shown in the 
following tables. These fully meet international quality standards for these measurements. 

 

Table 2.  Summary of number of CFC-11 samples taken and the estimated 
precision for the CLIVAR A13.5 cruise 

 CFC-11 

Number of samples 3509 
Number of replicates   350 
Average standard deviation  0.003 pmol kg-1 (or 1.0%), 

whichever is greater 
 

Table 3.  Summary of number of CFC-12 samples taken and the estimated 
precision for the CLIVAR A13.5 cruise 

 CFC-12 

Number of samples 3509 
Number of replicates   350 
Average standard deviation  0.003 pmol kg-1 (or 1%), whichever 

is greater 
 

Table 4.  Summary of number of SF6 samples taken and the estimated 
precision for the CLIVAR A13.5 cruise 

 SF6 

Number of samples 3509 
Number of replicates   350 
Average standard deviation  0.02 fmol kg-1 (or 2.0%), whichever 

is greater 
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Figure 6. A section of CFC-12 concentrations along I5 in 2009. Dots indicate locations where 
samples were collected.  
 
CFC concentrations are highest in the upper 1000 meters of the water column along the entire I5 
section, indicating the potential of this region to rapidly take up atmospheric gases (including 
CO2) on decadal time scales. CFC concentrations in the water column general decrease in the 
depth range from about 1000-2000 meters, reflecting the relative isolation of deeper waters from 
recent exchange with the atmosphere. In 2009 there were detectible levels of CFC-12 throughout 
the deep and abyssal waters along the section, with near-bottom maxima at about 40oE, 60oE and 
100oE.  These near-bottom maxima reflect the western boundary intensified northward transport 
of abyssal waters and indicate where surface-derived climate signals (eg. anthropogenic CO2 and 
excess heat) can be carried into the deep ocean on decadal-to-century time scales. 
 
In 2009, the PMEL CFC Tracer Group also prepared high precision gas standards containing 
trace levels of CFCs, SF6 and other important gases. These standards will be distributed to US 
and international groups involved in ocean tracer studies, ensuring a consistent, long term global 
data set of value to the research community. 
 

 
3.4 Nutrients (Mordy and Zhang)  

 
The primary tasks of the nutrient group were to assist in the collection of nutrient data on the I5 
and I7 (cancelled) repeat hydrographic lines in the Indian Ocean, to make preparations for the 
A13.5 repeat hydrographic section in the Atlantic Ocean, and contribute to GOSHIP manual and 
the development of Japanese reference material. 

 
We have participated in an international effort to develop the reference material for nutrients in 
seawater led by Meteorological Research Institute of Japan and its collaborators in Japanese 
industry. Samples for stability test of nutrient reference material have been analyzed in 2009 and 
the results have been reported to the project coordinator in Japan. We also worked with 
international nutrient community and contributed to the updating the standard operating 
procedure for shipboard nutrient analysis in the GOSHIP manual.  
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Preparations for A13.5 included re-building much of the autoanalyzer (new glass coils and 
tubing, new debubblers), and preparing and shipping reagents.  Additional preparations and 
shipping of the autoanalyzer will be carried out in FY10. 

 
On the I5 repeat hydrography cruise, Peter Proctor assisted the Ocean Data Facility at the Scripps 
Institution of Oceanography (SIO-ODF) in the collection and analysis of dissolved inorganic 
nutrients (silicic acid, phosphate, nitrate and nitrite) on board the research vessel Roger Revelle.  
In all, 7726 samples were analyzed for nutrients with 6710 samples drawn from hydrographic 
casts and 1016 drawn from trace metal casts.  Analysis was completed on a Technicon 
AutoAnalyer II using the standard analysis protocols for the WOCE hydrographic program as set 
forth in the manual by Gordon et al. (1994).  Duplicates from 24 stations were drawn and 
analyzed on a Technicon AA3 system.  
 
The cruise started with new pump tubes and then they were changed five times during the cruise 
(after Stations 025, 068, 099, 141 and 180, respectively).  Ten Beer’s Law calibration checks 
were run throughout the cruise.  Six sets of Primary/Secondary standards were made up over the 
course of the cruise.  Primary and secondary standards were compared to the "old" standards 
before they were used to insure continuity between standards.  The cadmium column efficiency 
was checked periodically.  Initially column efficiencies were 93%, however, after replacing with 
a new cadmium column, efficiencies were 100% for the remainder of the cruise. 

 
Several problems were encountered on the cruise.  The pump for the silicate channel was 
changed out after station 028 due to mechanical problems that caused it to stop pumping 
periodically.  The nitrite detector was changed out after station 077 which improved the stability 
of the baseline. The standard cal was adjusted for nitrate after station 010, and all Beer’s Law 
checks run after this could only be used for smoothing the final nitrate data.  Two of the ten 
Beer’s Law check runs were not acceptable and thus not used in the nutrient calculations.  Small 
phosphate variations were observed in the deep water; however, these variations were close to or 
at the limits of the methods for both sample collection and sample analysis.  The temperature of 
the laboratory used for the analyses ranged from 23.0°C to 24.5°C.  During nutrient analysis of 
Station 141 cast 1, the air-conditioning unit was switched off, and the lab temperature increased. 
This caused a drift in nitrate values at the end of the analysis.  However, a correction was applied 
to the nitrate raw data, and it was reprocessed and is acceptable. 

 
As standard ODF practice, a deep calibration check sample was run with each set of samples, 
and the deviations in the check samples are as follows:   

Parameter  Concentration 
NO3  30.5 µM ± 0.3   
PO4   2.17 µM ± 0.02 
SIL   71.6 µM ± 0.7 
NO2   0.01 µM ± 0.01     
 
 

Figure 7 shows vertical sections of nutrients.  Deep water concentrations of nitrate and phosphate 
were relatively consistent along the zonal I5 transect, except for the strong minimum centered at 

 FY2009 Annual Report: Global Repeat Hydrographic/CO2/Tracer Surveys  Page 14 of 21 



~2800 m in the southwest Indian Ocean.  Deep water silicic acid concentrations generally 
increased to the east.  Figure 8 is a comparison of 2009 I5 results with historical data in the 
southeastern Indian Ocean (similar results were observed to the west).  There was no apparent 
decadal change in deep concentrations of nitrate, silicic acid or oxygen (oxygen is not shown); 
however, there was an offset of ~0.04 µmol/kg in phosphate.  This was attributed to errors in 
phosphate standardization or blanks (true variability would be proportionally expressed in 
phosphate, nitrate and oxygen). 

 

 

Figure 7.  Sections of nitrate, phosphate and silicic acid along the I5 cruise track. 
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Figure 8. TS plot and vertical profiles of nitrate, phosphate and silicic acid in the southeastern 
Indian Ocean.  2009 I5 data are in red and historical data (1987, 1994, 1995) are in white.   
 

 
3.5 Discrete Oxygen (Baringer and Langdon) 
 
The FY09 funding request provided for the participation of F. Featherstone in the I5 cruise in 
March-May of 2009. In addition to cruise time and travel.  Purchase of a back-up O2 titrator was 
begun, but had been substantially delayed and will not be built in time for the A13.5 cruise. G. 
Berberian and U. Rivero maintained the O2 titration equipment and prepared standards and 
reagents for the A13.5 cruise. C. Langdon oversees the O2 group at AOML including training, 
operations and managements, post-cruise data reduction and quality control.  
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4. Education and Outreach 
 
G. Johnson worked on research projects with three of the four student CTD watchstanders during 
the 2009 reoccupation of WOCE Section I05.  S. Purkey (U. of Washington) and he worked on a 
global synthesis of deep temperature changes and their contributions to heat and sea level 
budgets that includes the I05 data.  K. Kearney (Princeton) and he used data from all four 
modern occupations of I05 in a discussion of the role of climate-change amplified ocean mixing 
in attenuating ocean climate change signatures (Johnson and Kearney, 2009).  C. Whalen 
(UCSD/SIO) and he investigated climate-related temperature and salinity variations that could be 
used to diagnose changes in the hydrological cycle with data from the same four I05 
reoccupations.  All of these efforts furthered science education, and at least two of them should 
result in refereed publications. 
 
A graduate student from the Scripps Institution of Oceanography (UCSD) participated on the I5 
expedition as part of the CFC team and was involved on all aspects of the CFC tracer program. J. 
Bullister participated in the 2009 NOAA Summer Science Camp at PMEL and as part of this 
worked with middle-school students on environmental science experiments. 
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1. Abstract 
 
The aim of this project is to quantify the regional sources and sinks of carbon dioxide in the 
ocean to help understand and predict climate trends, and provide the best available scientific 
information upon which international policies are based. NOAA investigators are collaborating 
with academic partners in outfitting research and commercial vessels with automated systems 
which measure the carbon dioxide in surface waters and well as the overlying atmosphere in 
order to determine the direction and magnitude of the flux of CO2 between the air-water 
interface. The project is a national partnership between 5 entities: AOML and its GOOS center, 
PMEL, LDEO, RSMAS and BIOS. It has close international interactions with similar efforts 
undertaken in Norway, Iceland, France, Germany, England, Australia, New Zealand and Japan. 
The tasks of each investigator range from data collection to data reduction and dissemination. 
There is currently an international effort (SOCAT) to gather all available surface pCO2 data to 
which this project is a major contributor.The data has been used in an updated global air-sea CO2 
flux climatology,  regional basin fluxes,  seasurface CO2 trend analyses, and new techniques to 
quantify fluxes such as self-organizing maps/neural networks.  
 
2. Project Summary 
 
The oceans are the largest sustained sink of anthropogenic carbon with a flux into the ocean of 
about 2 1015 gram (= 2 gigaton) of carbon each year. Changes in this sink are determined by 
monitoring regional and seasonal patterns of carbon uptake and release.  Quantification of 
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regional sources and sinks of carbon dioxide in the ocean are of critical importance to 
international policy decision making, as well as for forecasting long-term climate trends.  In this 
project NOAA investigators and academic partners have outfitted research and commercial 
vessels with automated carbon dioxide analyzers as well as thermosalinographs (TSGs) to 
measure the temperature, salinity and partial pressure of CO2 (pCO2) in surface water and air in 
order to determine the carbon exchange between the ocean and atmosphere.   This task is 
coordinated at national level with the U.S. Carbon Cycle Science Program and its subcommittee 
on Ocean Carbon and Climate Change (OCCC). We work with the International Ocean Carbon 
Coordination Project (IOCCP) for international coordination.  Collaborative efforts are underway 
to combine datasets in the Atlantic through a Memorandum of Understanding with the European 
Union project CARBOOCEAN.   Pacific collaboration is established through the PICES working 
group 13.  In addition there are one-on-one interactions with investigators in Norway, Iceland, 
France, the United Kingdom, Australia, New Zealand, and Japan on reciprocal data exchange 
and logistics support. The overall effort to assemble all surface water pCO2 data is called the 
Surface Ocean Carbon Atlas (SOCAT) run under auspices of the International Ocean Carbon 
Coordination project (IOCCP) of the International Ocean Commission (IOC). 
 
Documenting carbon sources and sinks relies critically on other efforts undertaken under 
sponsorship of the Office of Climate Observation (OCO) including implementation of the ship 
lines, and moored and drifting buoys.  The surface water pCO2 programs support climate 
services by providing knowledge and quantification of the radiatively important gas, carbon 
dioxide. The near-term focus is on completion of the Northern Hemisphere ocean carbon 
observing system to provide data for quantifying carbon dioxide sources and sinks over the 
coterminous United States through inverse modeling in collaboration with scientists involved in 
the atmospheric CO2 observing system.  We are currently expanding our focus on the high-
latitude sources and sinks.  
 
The project is a partnership of the Atlantic Oceanographic and Meteorological Laboratory 
(AOML) and its Global Ocean Observing System (GOOS) center, the Pacific Marine 
Environmental Laboratory (PMEL), the Lamont-Doherty Earth Observatory (LDEO) of 
Columbia University, the Rosenstiel School of Marine and Atmospheric Science (RSMAS) of 
the University of Miami, and the Bermuda Institute of Ocean Sciences (BIOS), formerly known 
as the Bermuda Biological Station for Research (BBSR).  The partners are responsible for 
operation of the pCO2 systems on the ships, auxiliary measurements, data reduction, and data 
management from all ships. The following ships had pCO2 systems on them during part or all of 
the performance period:  NOAA ships Ronald H. Brown, Gordon Gunter and Ka'imimoana, 
container ships Cap Van Diemen, OOCL Tianjin, Oleander and Las Cuevas, research vessels 
RVIB Palmer, Gould, Langseth, Healy and Wecoma, M/V Turmoil, RCCL cruise ship Explorer 
of the Seas,  and UNOLS research vessels Atlantic Explorer (ship owned and operated by BIOS), 
and Walton Smith (owned and operated by RSMAS). As outlined below, outfitting of some of 
the ships was funded from other sources but all the data was reduced and collated in the same 
manner and provided to CDIAC as part of this effort. Similar to the previous year, several ships 
were taken off lines and several new ships were outfitted. The final data sets are combined and 
sent to CDIAC for dissemination and archival.  All work follows established principles of 
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monitoring climate forcing gases and biogeochemical cycles.  
 
 
3. Scientific Accomplishments 
 
The main metric for this program is obtaining, reducing, quality controlling and disseminating 
high quality surface water and marine air pCO2 data.  The number of cruises with pCO2 
observations from research ships and VOS that have been completed during the performance 
period are listed in Table 1.  Details for each ship are provided below.  
 
 
 
 

Table 1:VOS Data Summary FY-2009.  

 
SHIP # Cruises # Data Points % Recovery* 
R/V Ka'imimoana 3 71,283 96.0% 
R/V Wecoma 1 20,904 98.0% 
M/V Cap Van Diemen 2 6,658 99.0% 
OOCL Tianjin 3 20,583 98.0% 
R/V Brown 9 68,281 99.0% 
Explorer of the Seas 5 6,154 85.0% 
M/V Las Cuevas 2 2,436 30.0% 
R/V Gordon Gunter 11 79,265 91.0% 
RVIB Palmer 9 59,908 99.0% 
R/V Gould 7 54,062 100.0% 
R/V Langseth N/A N/A  N/A 
USCGC Healy N/A N/A  N/A 
M/V Turmoil N/A N/A  N/A 
R/V Atlantic Explorer TBD TBD TBD 
M/V Oleander TBD TBD TBD 
R/V Walton Smith 11 30,066 94.5% 

 
 

* The values are to illustrate overall performance of the program. They should be used with caution when making 
ship to ship comparisons. The number of data points is a function of frequency of measurements, number of cruises 
and instrument malfunction that differ for each ship.  Percent recovery has been determined in different fashion by 
each investigator ranging from number of data points that could have been obtained if the units had operated 
whenever the ship was at sea to number of acquired data points that were discarded during quality control.  
 
 
 
 
NOAA ship Ka'imimoana- PMEL lead   R/V Wecoma– PMEL lead 



 
 

                                        
Data Site:   http://www.pmel.noaa.gov/co2/uwpCO2 
Number of cruises: 3      Number of cruises: 1  
Number of fCO2 data points: 71,283    Number of fCO2 data points: 20,904 
% Data return: 96%      % Data return: 98% 
 

Description: From October 2008 through September 2009 the Ka’imimoana was involved in 
studies in the Equatorial Pacific between 125°W and 165°E (Figure 1).  Prior to the 2008-2009 
field season, the fCO2 system was updated with new software, pumps and filters.  During the 
time under review, PMEL collected and processed 71283 fCO2 data values from the 
Ka’imimoana on 3 separate cruises in the equatorial Pacific.  In September 2009, PMEL outfitted 
the R/V Wecoma with an underway fCO2 system to collect data during the TAO cruise along 
95°W/110°W. The cruise data can be obtained from our website located at:  
http://www.pmel.noaa.gov/co2/uwpco2. A summary of the cruise results from November 1997 
through October 2009 is shown in Figure 2.  The results show weak seasonal and strong 
interannual variability of CO2 fluxes from the oceans to the atmosphere.  All data collected from 
the Ka’imimoana and Wecoma during the 2008-2009 fiscal year are in final processing and will 
be submitted to CDIAC for distribution and archiving. 
 
 

 
Figure 1.   Ka’imimoana and Wecoma track lines occupied during FY 2009. 
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http://www.pmel.noaa.gov/co2/uwpco2


 

 
Figure 2. Time-Series of surface water fCO2 levels in the tropical Pacific resulting from 

Ka’imimoana repeat observations from 1997 thru 2009. 

 
Causes for non-return:  The underway fCO2 systems on the NOAA Ship Ka’imimoana and R/V 
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Wecoma yielded a 96% and 98% data return, respectively, during FY 2009. A small amount of  
air data were rejected due to stack gas contamination when the ship was on station to service and 
deploy buoys. 
 
 
Container ship Cap Van Diemen - PMEL lead 

 
 
Data Site:   
http://www.pmel.noaa.gov/co2/uwpCO2 
Number of cruises: 2 
Number of fCO2 data points: 6658 
% Data return: 99%. 
 
 
 
 
 

Description: During October 2008, an fCO2 system was deployed on the container ship Cap Van 
Diemen.   The Cap Van Diemen traverses the equatorial Pacific approximately every 2 months  
(Figure 3).  All data collected on the Cap Van Diemen are in final processing and will be 
submitted to CDIAC for archiving, and can also be obtained from the PMEL CO2 website. 
 

 
Figure 3.   Cruise Tracks of the Columbus Waikato (red), Cap Victor (blue) and Albert Rickmers 

(purple)  and Cap Van Diemen (purple)  occupied during FY2004-2009. 

00 
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A summary of the cruise results from Fall 2005 to November 2009 is shown in Figure 4.  The 
results show strong seasonal variability of CO2 fluxes in the southern and northern subtropic 
Pacific ocean, but out of phase by 6 months.  The most recent data from 2008 shows high 
seawater fCO2 values due to La Niña conditions in the equatorial Pacific.   
 
 

 
Figure 4.   Time-Series of surface water fCO2 levels in the tropical and subtropical Pacific 

resulting from Columbus Waikato, Albert Rickmers and Cap Van Diemen  repeat 
observations from 2004 to 2009. 

 
In January 2008, the fCO2 system was removed from the Cap Van Diemen when the ship 
changed routes.  The Albert Rickmers is once again transiting the equatorial Pacific and has been 
identified as a replacement for the Cap Van Diemen.  Installation of an underway fCO2 system 
on the Albert Rickmers began in the summer of 2009 and is scheduled for completion in January, 
2010.  
 
Causes for non-return:  The underway fCO2 system on the Cap Van Diemen resulted in a 99% 
data return during FY2009. A small amount of air data were rejected due to stack gas 
contamination when the ship changed course. 
 
 
 
 
 
 
 
Container ship OOCL Tianjin - PMEL lead 
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Data Site:   http://www.pmel.noaa.gov/co2/uwpCO2 
Number of cruises: 3 
Number of fCO2 data points: 20583 
% Data return: 98%. 
 
 
 

 
Description: During the summer of 2008, an fCO2 system was deployed on the container ship 
OOCL Tianjin.   The OOCL Tianjin is involved in studies in the North Pacific, an important sink 
region for atmospheric CO2.  Data will be analyzed to determine how ocean circulation and 
biological photosynthesis interact to control the rate of exchange of carbon dioxide gas between 
the atmosphere and North Pacific Ocean.  This research is done in collaboration with Dr. Paul 
Quay of the University of Washington, and Dr. Kitack Lee of the Pohang University of Science 
and Technology.  In addition to supporting our underway fCO2 measurements, they are also 
collecting samples for carbon isotope measurements (Quay) and DIC and nutrients (Lee).  For 
this reason, we have combined resources to place ship riders on each of the cruises. Underway 
fCO2 and temperature data from the first cruise on board OOCL Tianjin are shown in Figure 5.  
The cruise data can be obtained from our website: http://www.pmel.noaa.gov/co2/uwpco2, and 
will be submitted to CDIAC for final archival. 
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Figure 5.   fCO2sw and SST from the OOCL Tianjin. 

 
Causes for non-return:  The underway fCO2 system on the OOCL Tianjin resulted in a 98% 
data return during FY 2009. There were problems associated with inadequate water flow to 
equilibrator measurements, resulting in rejection of a small fraction of the seawater fCO2 values. 
 
Data Management (PMEL): 
 
During the 2009 fiscal year, improvements were made to diagnostic software written to 
automatically process daily underway data files when data files arrive via iridium satellite from 
the Ka’imimoana, OOCL Tianjin, Albert Rickmers and Cap Van Diemen.  This software creates 
diagnostic plots of fCO2, temperature, salinity, barometric pressure, pumps, water flow and gas 
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flow.  The plots are posted on an internal website and are used as a diagnostic tool for data 
processing and quality control of the underway fCO2 data.  During the time in review, data from 
9 VOS cruises have been processed and submitted to CDIAC, and data from the 8 VOS cruises 
in FY09 are in final data processing.  All current and previous VOS data files are quality 
controlled using the data protocol outlined in Pierrot et al. (2008). 
 
 
 
NOAA ship Ronald H. Brown- AOML lead 

 
Data Site:  
http://www.aoml.noaa.gov/ocd/gcc/rvbrown_data2009.php 
Number of cruises:  9  
Number of fCO2 data points: 68,281 
% Data return: 99%. 
 
 
 

 
Description: The cruise tracks for each cruise of the Brown for FY 2009 are shown  in Figure 6. 
Each individual track with links to the data can be found on our website at 
http://www.aoml.noaa.gov/ocd/gcc/rvbrown_data2009.php.  The system was re-installed in 
October of last year after the ship came out of dry dock. It was also removed from January to 
April while the ship was undergoing dockside repairs. 
It now transmits its data every day via FTP using the Scientific Computer System (SCS) which is 
on board most NOAA ships. The data is automatically plotted on AOML's website every day. 
Additional plots of the different sensor data are automatically generated and are internally 
accessible for quality control purposes. This allows the near real time detection of potential 
problems 
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Figure 6: Ronald H. Brown cruise tracks and surface pCO2 values for FY 2009. 

 

Causes for non-return:  The underway pCO2 system on the Brown performed very well with 
over a 99 % data return.  The system installed is the latest generation of systems built by General 
Oceanics, Inc (GO). It is installed in an optimal environment, an air conditioned laboratory, and 
a  technician is permanently on board to monitor and maintain the system, hence the high data 
return. 
 
 
Cruise ship Explorer of the Seas-AOML lead 
  

Data Site:   www.aoml.noaa.gov/ocd/gcc/ 
Number of cruises:  5 
Number of fCO2 data points: 6,154 
% Data return: 85%. 
 
 
 
 

 
Description: Since the end of the program which was led by the University of Miami’s 
Rosenstiel School of Marine and Atmospheric Science, great effort has been made to revive it on 
a smaller scale. The manifold controlling and distributing the seawater to several instruments had 
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to be relocated and rebuilt in order to make it fully automated and remotely controlled via a 
Virtual Private Network (VPN) interface. Our system had to be upgraded in order to be a fully 
integrated part.  This was completed in July of this year and the system is now collecting data 
continuously. Prior to that date, an observer had to be present, which explains why data was 
collected on only 2 cruises. Now, the data is downloaded everyday through the VPN and plotted 
on our website in near real time (http://www.aoml.noaa.gov/ocd/gcc/explorer_realtime.php). The 
VPN connection not only allows us to download the data daily but also to remotely connect to 
the computer controlling the pCO2 system and adjust its parameters when needed. This allowed 
us to restart the system a couple times when the computer had frozen. We expect a significant 
increase in data return once the problem of air intake is resolved. 
 

Figure 7: Explorer of the Seas cruise tracks and surface pCO2 values for FY 2009. 
 
Causes for non-return: The sensor and valve that control the seawater flow is programmed 
such that that the flow is automatically turned of whenever air is introduced in the seawater 
system. This occurs when the seas are rough and the seawater intake rises above the sea level, 
the seawater pump would be shut off and the manifold rinsed with fresh water. Due to a poor 
location of the intake in the original design of the ship, air gets introduced in the lines frequently.  
A solution is being worked on to limit the shut-offs. Another cause of non-return is related to 
computer problems, most likely due to incompatibility between service packs and VPN software. 
The system has been successfully restarted remotely whenever this occurred, thus limiting the 
loss of data. We expect this issue to be resolved soon. 
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Methanol Carrier Las Cuevas-AOML lead 

 
Data Site: www.aoml.noaa.gov/ocd/gcc/ 
Number of cruises:  2 
Number of fCO2 data points: 2,436 
% Data return:30%. 
 
 
 

 
Description: This system operation is partially funded by NASA as part of the NASA ROSES 
Ocean Acidification of the Greater Caribbean Region project.This is a new installation which 
was started over a year ago and finalized in August 2009. Due to legal issues which have not yet 
been resolved, we are not allowed to sail with the ship. The ship has a generally erratic and tight 
schedule, and finding a window to work on board has been challenging. It also made 
troubleshooting problematic. Several visits have been necessary to complete the installation as 
we realized that the temperature in the engine room was too high for the analyzer. A novel 
cooling system was applied taking advantage of adiabatic cooling of expanding compressed air  
that has been applied successfully to cool down the system. This technique will be transferred to 
other ships where excessive heat has been a concern. 
 

Figure 8: The high water CO2 levels in late summer suggest that this time period will have the maximum ocean 
acidification impact.  
 
 
Causes for non-return: The system lost its GPS signal several times, making the collected data 
almost useless. We have recently installed a timer to reboot the GPS every 2 days to prevent loss 
of signal for long periods of time. We are also working on activating the satellite transmission of 
data files so that we can better troubleshoot the system. A large portion of the data was collected 
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while the seawater flow was accidentally left off by the system which had lost its GPS signal and 
unable to detect it had left port. We have now better communications with the officers on board, 
which should alleviate that problem for the next fiscal period. 
 
 
 
NOAA ship Gordon Gunter - AOML lead 
 

 
  Data Site:   www.aoml.noaa.gov/ocd/gcc/ 
  Number of cruises:  11 
  Number of fCO2 data points: 79,265 
  % Data return: 91%. 
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Description: This system has been installed on the Gordon Gunter for our Northern Gulf of 
Mexico collaborative project and has been collecting data since March of 2008. This project has 
ended this year and we are continuing to maintain the operation under the auspices of this 
program. The system is performing well, being attended continuously by a field operation officer 
on board. We receive the data in a timely manner via email as the Iridium satellite 
communications continue to be problematic in the Gulf. Following our success to interface the 
system with the ship's SCS system and use the permanent internet connection to ftp the data back 
to us daily, we plan to do the same setup for this ship and be able to update the near realtime 
display on our website (http://www.aoml.noaa.gov/ocd/gcc/rvgunter_realtime.php). As can be 
seen in Figure 9 below, our coverage of the Northern part of the Gulf is quite extensive. This is 
the first comprehensive data set from this region and should provide great insights on the 
carbonate chemistry of this economically important part of the nation. One issue we have faced 
so far is the lack of accurate Sea Surface Temperature probe, which we plan to resolve when the 
ship goes to dry dock this winter. 
 
Causes for non-return: The main reason for data loss this fiscal year was the catastrophic break 
down of the seawater supply system, which even forced the ship to interrupt a cruise and perform 
dockside repairs for a couple days. The second prevalent cause of data loss is the loss of GPS 
signal. 

http://www.aoml.noaa.gov/ocd/gcc/rvgunter_realtime.php


 

Figure 9: fCO2 values along the tracks of the Gordon Gunter for fiscal year 2009. In the right 
graph, the fCO2 values are color-coded per cruise. 
 
 
 

 FY2009 Annual Report: Surface Water pCO2 Measurements from Ships             Page 15 of 37 
 

 
RVIB Palmer - LDEO lead 

Data Site:   http://www.ldeo.columbia.edu/CO2 
Number of cruises: 9 
Number of fCO2 data points:59,908 
% Data return: 99%. 
 
 
 
 

 
Description: The locations, where measurements were made during the years 2001 through mid-
2009 are shown in Figure 10.  Those made during the current 2008-2009 funding period are 
indicated with brown and greenish-brown colors.  A total of about 110,000 measurements were 
made from January, 2008 through April, 2009, with a data recovery percentage of about 99%.  
The high recovery rate should be credited to active technical assistance provided by the 
Raytheon Polar Services for maintaining the underway water sampling pump and 
thermosalinograph and for post-cruise data transfer and occasional troubleshooting.  



 
 

Figure 10 – Locations of surface water pCO2 measurements made aboard the N. B. Palmer 
since the beginning of this project.  Years, during which observations were made, are color-
coded. 
 
 
R/V L. M. Gould – LDEO Lead 
 

   Data Site:   http://www.ldeo.columbia.edu/CO2 
   Number of cruises: 7 
   Number of fCO2 data points:54,062 
   % Data return: 99.9%. 
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interannual changes in the CO2 chemistry in this current important for the carbon cycle and 

R/V Gould operates primarily as a research support ship for the NSF’s Long Term Research in 
Environmental Biology (LTRE) program in the Antarctic Peninsula area, sailing across the 
Drake Passage at semi-monthly intervals. Since most of the Antarctic Circumpolar Current flows 
through this passage, time-series measurements across it are important to assess seasonal and 



 
climate changes. An underway pCO2 system, which is identical to the one on RVIB Palmer, is 
operated with a support from NSF, while the data are quality-controlled and processed with this 
VOS/NOAA grant.  The locations, where surface water pCO2 was measured since 2001, are 
shown in Figure 11, in which the measurements made during the current funding period are 
indicated with the brown and greenish-brown colors.  A total of about 116,750 measurements 
were made from January, 2008 through October, 2009, with a data recovery percentage of about 
99%.  The high recovery rate should be credited to active technical assistance provided by the 
Raytheon Polar Services for maintaining the underway water sampling pump and 
thermosalinograph and for post-cruise data transfer and occasional troubleshooting.  However, it 
should be noted that our underway pCO2 system was not allowed to operate while the ship was 
in the economic zone or territorial waters, or for any other scientific/operational/engineering 
reasons.  These dead-times were not included in estimating the data recovery percentage.     
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igure 11 – Locations of surface water pCO2 measurements made in the Drake Passage area 

/V Marcus Langseth and USCGC Healy – LDEO Lead 

F
since the beginning of this project aboard R/V L. M. Gould.  Years, during which observations 
were made, are color-coded. 
 
 
R



 

 
  
During the current funding period, two underway pCO2 systems have been completed.  The 
installation of the system has been completed aboard the R/V Langseth.  However, the scientific 
water pumping/delivery system aboard the ship has not been completed yet due to engineering 
problems, and consequently pCO2 measurements have not been obtained.  The water system 
problems will be solved by April, 2010. 
 
The pCO2 system for USCGC Healy has been completed, and is ready for delivery. However, 
the installation of the scientific water pumping/delivery system has been delayed due to funding 
and engineering issues at the Coast Guard and NSF. As soon as the new water pumping system is 
completed aboard USCGC Healy (toward the end of 2010?), our pCO2 system will be installed 
for measurements at sea.   
 
 
M/V Turmoil – LDEO Lead 

 
   Number of cruises: N/A 
   Number of fCO2 data points:46,000 
   % Data return: N/A. 
 
 
 
 

 
M/V Turmoil is a private yacht operated by the Gary Comer family, and the operation of an 
underway pCO2 system has been supported by a grant from the Comer Science and Education 
Foundation. The data are quality-controlled and processed with  support of this VOS/NOAA 
grant. The surface water pCO2 data obtained aboard M/V Turmoil during 2.5 year period, 2007-
2009, total about 46,000 as shown in Figure 12 .  However, the data recovery percentage could 
not be estimated reliably because of the mode of operations of the private yacht, and hence is not 
listed.  
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Figure 12 – The surface water pCO2 data obtained aboard the private yacht M/V Turmoil, 2007-
2009.  The pCO2 values are color-coded: yellow-orange indicate higher than the atmospheric 
pCO2, and blue-magenta indicate lower than the atmospheric pCO2. 
 
 
R/V Atlantic Explorer - BIOS lead 
 

 
 
Description: The R/V Atlantic Explorer operates in the North Atlantic Ocean servicing four 
oceanographic time-series (e.g., Bermuda Atlantic Time-series Study, Hydrostation S, Bermuda 
Testbed Mooring, Ocean Flux Program) and other research projects. The geographic focus of 
data collection is primarily zone NA6, but included several transects between Bermuda and 
Puerto Rico (across an infrequently sampled part of the permanently stratified oligotrophic gyre 
of the North Atlantic) and Bermuda and Norfolk, Virginia.  
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The pCO2 system was installed on the R/V Atlantic Explorer in April 2006. This data stream 
provides groundtruthing pCO2 datasets for the subtropical gyre of the North Atlantic Ocean. In 
2007 and 2008, the R/V Atlantic Explorer had 173, and 170 ship-days, respectively. In 2009, the 
R/V Atlantic Explorer has been scheduled for 139 ship-days, with 1 ship-day pending. This 
includes work in zone NA06 but also transects between Bermuda, Puerto Rico and Norfolk, and 
several cruises in the central North Atlantic (between 20° and 30° N, 65° to 45°W). In 2010, we 
anticipate that the R/V Atlantic Explorer will have 131 ship-days, with 7 other ship-days 
pending. This schedule will also include four transects between Bermuda and Norfolk, and four 
transects between Bermuda and Puerto Rico.  
 
Data Return: In 2008, the total data collected was ~100,119, with a ~88.3% good data recovery. 
Much of the data was collected in the NA06 region with several transects across the western 
North Atlantic Ocean, with a couple of cruises to Puerto Rico. 
 
The non-return rates of 11.7% represent data that were flagged mainly due to problems with low 
flow rates from the underway system, due to problems associated with the Valco multi-position 
valve and distribution of standards through the system, and delays in replacing the standards. 
However, it should be noted that maintenance of the pCO2 system has become relatively routine 
during the ship's turnaround at the BIOS dock.  
 
The seawater and atmospheric pCO2 data from 2007 and 2008 have been submitted to LDEO. In 
addition to pCO2 data, underway position, temperature and salinity data have also been 
submitted to LDEO. In addition several months of 2009 have also been submitted to LDEO. At 
present we are undertaking QC/QA analysis of 2009 data up to October 2009, undertaking the 
merging of thermosalinograph and navigational data, and expect submission of additional data to 
LDEO by the end of the year. We do not anticipate a more frequent turnaround of data since the 
comparison of pCO2 system temperature, underway temperature, and CTD upper bottle and 
upper bin temperatures require sufficient time to evaluate sensor drift. All the SeaBIRD sensors 
from the underway and CTD systems are maintained by BIOS Marine Technicians, and 
calibrated every six months. We are in the process of preparing the metadata information and 
data QC/QA for submission of data to CDIAC in yearly reports. The seawater and atmospheric 
pCO2 data will also be served at the following site (http://www.bios.edu/Labs/co2lab/vos.html). 
 

Causes for non-return: We have had problems with the Evsco valve that controls the flushing 
of the lines with freshwater. This valve has failed twice due to salt crystal buildup. We have also 
had problems with clogging of the flow meter impeller. We have also had problems with the 
Superlogic Module boards due to faulty power feed; these modules have had to be replaced. The 
acrodisk have also been clogged and in need of regular cleaning. We have also had a few 
problems with the GPS system, with a faulty 232 to 485 converter, and faulty comport. We also 
had non-return of data on scheduled BATS and Hydrostation S cruises due to shipyard 
maintenance and turnaround of the R/V Atlantic Explorer. In 2009, the pCO2 system has worked 
very well, with no problems to report. 
 



 
Container Ship M/V Oleander- BIOS lead 
 

 
 
Description: The M/V Oleander crosses weekly between New Jersey and Hamilton, Bermuda. 
Given the ~100 crossings a year, this gives excellent temporal and spatial coverage of the North 
Atlantic subtropical gyre, Gulf Stream, Middle Atlantic Bight and coastal zone. The M/V 
Oleander transits the region of Subtropical Mode Water (STMW) formation during the winter 
southeast of the Gulf Stream, and the highly productive coastal zone of the Eastern Seaboard. 
 

Data Return: During the performance period we have had major problems with the pCO2 
system. We have the pCO2 system up and running again for the remainder of the performance 
period and expect routine data-return for the remainder of the year and following. 
 
The seawater pCO2 data from 2007 have been submitted to LDEO. We are in the process of 
evaluating 2008 data but have been hampered by the non-return of GPS data that has meant 
difficult merging of position data with NOAA ADCP data sets. At this time, we cannot give 
return and flagged data statistics. We are in the process of preparing the metadata information 
and data QC/QA for submission of data to CDIAC in yearly reports. The seawater pCO2 data 
will also be served at the following site (http://www.bios.edu/Labs/co2lab/vos.html).  
 
Maintenance of the pCO2 system occurs with weekly visits to the ship during the ship's 
turnaround (giving our team a couple of hours on Monday morning to work on the system) in 
Hamilton, Bermuda. Our group has developed a good rapport with the ship officers, engineers 
and crew, and their good will has contributed greatly to the success of the system installation on 
the ship. 
 

Causes for non-return: During the performance period we had major problems with the pCO2 
system. A major electrical malfunction caused significant damage to our system.  A grounded 
electrical supply was requested, but was not provided until routine ship maintenance at the end of 
2008/beginning of 2009. All major damaged components have been replaced and the system was 
functional after a frustratingly long delay. The replacement of the CPU caused another problem 
with the GPS comport that has also been addressed. However, at present we have another 
computer failure that is being addressed.  
 
The ship turnaround in New Jersey and Bermuda has also been shortened and subsequently 
access to the ship has been restricted to a few hours each week (making replacement and testing 
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of new components a little difficult and drawn-out). Access to the engine room has also been 
denied at times due to problems with the ship engines and major maintenance work needed 
during the turnaround periods. Despite the difficulties in access and electrical supply repair, the 
M/V Oleander, the crew remains highly motivated to help us in our efforts, and we anticipate 
good recovery of data in the remainder of this performance period and the next. 
 
The average temperature of the engine room has been ~47°C with the CPU failing in 2006 due to 
temperatures over 60°C. We have modified the dry box, adding new fans, and replaced the CPU 
with one that has a higher temperature threshold (80°C) with no problems since. The engine 
room air is quite dirty requiring cleaning of all filters each week. As stated earlier, we will 
replace the system hard-drive with a solid-state bootable hard-drive to run the pCO2 system 
software as high engine room temperatures and ship motion continues to exact a heavy toll on 
the pCO2 system components. 

 
 

R/V F.G. Walton Smith- RSMAS lead 
 

 
Number of cruises: 11 
Number of fCO2 data points:30,066 
% Data return: 94.5%. 
 
 
 

 
Description: The R/V Walton Smith is a shallow draft catamaran which is based at the 
University of Miami. As a University-National Oceanographic Laboratory System (UNOLS) 
vessel, its destinations vary but range from the Florida Keys, Florida bay to the Caribbean, the 
Gulf of Mexico and occasionally the east coast. In a typical year, the ship spends about 200 days 
at sea. It has the capability of routinely measuring sea surface temperature and salinity, as well as 
chlorophyll.A pCO2 system has been installed on board the Walton Smith in the beginning of 
July 2008.   
 
Causes for non-return: The pCO2 system has proven to be exceptionally reliable at sea, and we 
have met with only a few setbacks. Initially the system encountered data loss due to the inability 
of the pCO2 system to fully reboot after a power failure.  Data during a cruise investigating deep 
sea corals in the northern Bahamas was not collected due to a system power failure.  This 
problem has since been rectified, and we no longer suffer long-term data loss due to a 
momentary power outage. 
 
Data received by the pCO2 system can be transmitted from the ship via Iridium Satellite 
communication.  The data is not available in real time due to processing requirements.  This 
delayed mode data will be made publicly available on the CDIAC Global Coastal Ocean 
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Database.  The data will be archived annually. 
 

 

 
Figure 13: Surface pCO2, temperature and salinity in Southern Florida, April 2009. 
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TSG operations – AOML/GOOS Lead 
 
During FY2009 the thermosalinograph (TSG) operation at AOML was carried out in support of 
the pCO2 operation, with several key developments regarding equipment installation, operation 
and maintenance, as well as data retrieval, quality control and submission to the Global 
Telecommunication System (GTS) and other data centers. AOML is currently receiving, 
processing and distributing TSG data from 3 ships of the Ship Of Opportunity Program (SOOP) 
(M/V Explorer, M/V Oleander and M/V Barcelona Express) and 12 ships of the NOAA fleet. 
Additionally, effort dedicated to the development of an automated system in the Royal 
Caribbean’s Explorer of the Seas, will allow to resume its TSG operation soon. Approximately 
5 million TSG records were processed at AOML during FY2009. 
 

 
 

Figure 14: Location of the approximately 5 million TSG observations received and processed by AOML 
during FY2009. 
 
 
New TSG installation. 
 
A new TSG system, equipped with an external temperature sensor, was recently installed on the 
M/V Barcelona Express, which travels across repeated transects between Gibraltar and Miami. 
This new TSG system is currently operational, recording sea surface temperature and sea surface 
salinity data with a sampling frequency of 10 seconds. Soon, real-time data transmission 
capabilities will be also installed. At this time the data retrieval is performed when the ship 
comes to port in Miami. A pCO2 system is being installed on this ship as well. 
 
TSG equipments operation and maintenance 
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The operation of TSG equipment is performed with the SEAS2000 software, developed at 
AOML. During FY2009 several modifications were carried out on this software to allow a better 
control during the TSG operation. These modifications allow a better control of the TSG when 
the ship arrives at port or in any other situation in which the position of the ship remains 
constant. The software also constantly checks the strength of the Iridium signal before attempting 
data transmissions. Additionally, log files are created with details of the equipment performance 
and eventual errors messages. These modifications also allow a reduction in the cost of the 
operation. 
 
The transmission system in two ships of the SOOP, M/V Explorer and M/V Oleander, was also 
updated at AOML. With this update, the Iridium antenna and modem are now attached together, 
reducing the signal loss and allowing for better data transmissions. 
 
TSG data retrieval, quality control, and distribution 
 
During FY2009 the development of a data processing system for real-time quality control and 
submission of TSG data into the GTS and other data centers, was completed at AOML as part of 
the TSG operation. All the TSG data received at AOML is quality controlled (QC) through 
several steps based on the ten GOSUD (Global Ocean Surface Underway Data Pilot Project) 
real-time control test. Among other parameters, the QC procedures check the data for errors in 
date, location, platform identification, ship speed, global and regional temperature and salinity 
ranges compatibility, gradient and the presence of spikes. The TSG data is also compared with a 
monthly climatology (Levitus 2005). The data approved in the QC tests is then reduced to one 
point every three minutes and inserted into the GTS. The whole data set is also distributed by the 
National Oceanographic Data Center (NODC) and Coriolis. This new system is fully functional 
in real-time and its subsequent development is under way for processing data in delayed-time, 
providing important tools to automatically detect problems in data transmission, equipment 
calibration and marine operations of ships with TSG data transmission in real-time in general. 
 
Other activities 
 
The TSG web site at AOML( http://www.aoml.noaa.gov/phod/tsg/soop/index.php) was updated 
during FY2009, including some new products displaying data in real time from the M/V 
Explorer. This web site currently contains information regarding data analysis and quality 
control procedures for the NOAA fleet and the SOOP. Other products show the data going into 
the GTS in real-time mode. Several new web pages were developed, displaying in real-time the 
TSG data from M/V Explorer. 
 
 

 
 
Mooring pCO2 Effort – BIOS Lead 
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The long-term goal of this program is to populate the network of Ocean Sustained 
Interdisciplinary Time-series Environment observation System (OceanSITES; 
http://www.oceansites.org/) so that CO2 fluxes will become a standard part of the global air-sea 
CO2 flux mooring network.  
 

Bermuda Testbed Mooring (64.2°W, 31.7°N)   
 
A moored pCO2 system was firI are planning the redeployment of a similar mooring in late 
2009, and submitted a proposal to the NSF MRI program for support of this effort. However, we 
do not anticipate a decision from NSF on the proposal until early next year, with deployment of 
the mooring unlikely before the fall of 2010.  However, two other moored pCO2 systems will be 
collecting data in 2010. 

 
Bermuda coral reef (~64°W, 32°N).   
 
As part of an NSF supported award, the response of Bermuda’s coral reef to ocean acidification 
will be investigated over st deployed on the Bermuda Testbed Mooring (BTM) on October 22, 
2005. The system was fully operational for the entire FY06, but was recovered in 2007, as 
funding to the PI from NSF was not renewed. A group of BIOS researchers led by Dr. Jerome 
Aucan, and colleagues at NOAA, and WHOthe next few years. The project details are: NSF 
OCE-0928406. BEACON: Bermuda Ocean Acidification and Coral Reef Investigation. P.I.'s. 
A.J. Andersson, N.R. Bates, S. du Putron (BIOS), 1 Sept. 2009-31 Aug. 2012.  
 
As part of the project, two moored pCO2 systems will be deployed on the Bermuda coral reef 
under naturally different pCO2 and [CO3

2-] conditions. The proposed pCO2 buoys (MAPCO2) 
are the same design as the buoy previously deployed at the Bermuda Testbed Mooring (BTM; 
http://www.pmel.noaa.gov/co2/moorings/btm/btm_main.htm; P.I., C.L. Sabine, PMEL and N.R. 
Bates, BIOS). At each site , the pCO2 buoy will be complemented by an Aanderaa RDCP current 
profiler and auxiliary sensors capable of continuously measuring temperature, salinity, dissolved 
oxygen, pH, PAR and turbidity. At present, Chris Sabine’s group at PMEL is constructing the 
moored pCO2 systems and we anticipate deployment of these systems in early 2010.  Data from 
these moored pCO2 systems will be entrained into the PMEL moored pCO2 network. This data 
will be merged with other datasets collected as part of the NSF project.   
 
Data management and dissemination: 
 
The efforts of the NOAA VOS pCO2 group have met the important monitoring principle of 
uniform instrumentation with a quantifiable accuracy. All systems are calibrated with standards 
that are traceable to the WMO scale. An important part of the VOS effort is to disseminate 
quality controlled data to the community at large in an expedient fashion. The seawater and 
atmospheric pCO2 data will also be served at the following site 
(http://www.bios.edu/Labs/co2lab/vos.html). After QC and QA, data will be transferred to 
LDEO and CDIAC.  

http://www.oceansites.org/


 
 
 
Some Scientific Results 
 
The surface water pCO2 database, which is newly updated, consists of about 4.4 million pCO2 
observations (an increase of about 1 million during this grant period) and supplemental data 
obtained since 1970’s, and is the most extensive database for world ocean surface water pCO2. 
The updated VOS database (Version 2008) is available to the public through the CDIAC and at 
the web site of the LDEO CO2 group <www.ldeo.columbia.edu/res/pi/CO2> 
 
Updated climatological mean distributions of surface water pCO2 and the estimated sea-air 
CO2 flux are improved especially in the high latitude Southern Ocean areas. Based on newly 
acquired observations, ocean areas in the northern extent of seasonal ice fields around Antarctica 
are found to be a CO2 source to the atmosphere due to high CO2 layers formed under ice by the 
vertical mixing of deep waters (see yellow areas along 60°S in Figure 15).  The CO2 uptake by 
the global oceans is estimated to be 1.4 ±0.7 Pg-C/yr during the decade of 1990-2000.  The 
uncertainty in the flux depends on wind speed products used for estimating the sea-air gas 
transfer rates.  Improved wind speed data over the global oceans would reduce the CO2 flux 
uncertainty significantly. 
 

 
Figure 15 – Sea-air CO2 flux estimated using the climatological mean sea-air pCO2 
observations in a reference year 2000. Orange-yellow areas indicate that the ocean is a CO2 
source for the atmosphere, and magenta-blue areas, a sink for atmospheric CO2. (Takahashi et 
al., Deep-Sea Res. II, 2009) 
 
 
The sea-air CO2 fluxes estimated by various methods are in agreement.  The Sea-air CO2 
fluxes over major ocean basins that are estimated using four independent methods are compared 
in Figure 2 (Gruber et al., BGC, 2009).  The methods include a) an inversion of oceanic CO2 
concentration data using ocean GCM’s, b) observed sea-air pCO2 difference, c) inversion of 
atmospheric CO2 concentration data using atmospheric GCM’s, and d) ocean forward model 
using a marine biogeochemical model coupled with ocean GCM’s. These estimates for a 
contemporary ocean up-take are in agreement with a mean value of 1.8±0.3 Pg-C/yr.  However, 
the biogeochemical-ocean GCM’s yield an excessively strong sink in the southern polar region.  
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This may be attributed to overestimation of biological pump intensity in the high latitude waters.  
The atmospheric inversion methods yield a small source for the temperate South Pacific, whereas 
three other methods yield moderate sinks.  This may be due to the lack of atmospheric CO2 
observations in the eastern South Pacific.  
 

 
Figure 16 – Comparison of sea-air CO2 fluxes obtained by the four independent methods for the 
five major ocean basins for the contemporary oceans: a) ocean CO2 inversion (Gruber et al., 
GBC, 2009), b) observations of sea-air pCO2 differences (Takahashi et al., DSR II, 2009), c) 
atmospheric CO2 inversion (TransCOm-3, L3) and d) biogeochemical ocean GCM’s (OCMIP-
2).  The plot is from Gruber et al. (GBC, 2009). 
 
Weakening of the Southern Ocean CO2 sink.  The winter-time surface water pCO2 in the ice-
free zone of the Southern Ocean has been found to be increasing over the past three decades at a 
mean rate of 2.1 ±0.6 μatm/yr that is faster than the atmospheric CO2 concentrations of 1.5 
μatm/yr (Figure 17). This suggests that the sea-air pCO2 difference is reduced and the CO2 sink 
intensity over the Southern Ocean is weakening during the recent three decades. Since the 
biological activities are minimum and the vertical mixing of subsurface waters is maximum 
during the winter months, the observed increase may be interpreted as a result of increased 
upwelling (or meridional overturning) rates. This is consistent with the conclusion by Le Quéré 
et al. (2007) who used the ocean biogeochemistry GCM,s and the inversion of atmospheric CO2 
data.  
 

 
Figure 17 – Time-trend of surface water pCO2 in the ice-free zone of the Southern Ocean in 
temperatures between 1.5°C and 2.5°C observed during the winter months (late June through 
mid-November) 1980-2007.  The linear regression trend line for the surface water pCO2 (2.6 
μatm/yr)is in blue, and is increasing faster than the atmospheric CO2 trend shown in magenta.  
The time-space distribution of the seawater pCO2 observations is shown on the right.  The plots 
were prepared by C. Sweeney based on the data in Takahashi et al. (DSR II, 2009). An analysis 
of six temperature zones ranging from 0.8°C to 6.5°C yields a mean rate of 2.1 ±0.6 μatm/yr. 
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PMEL has developed seasonal and inter-annual fCO2-SST relationships from shipboard 
data that were applied to high-resolution temperature fields deduced from satellite data to obtain 
high-resolution large-scale estimates of the regional fluxes (Figure 2).  The data were gathered 
onboard research ships from November 1981 through October 2009.  Data were collected during 
the warm boreal winter-spring season (January through June) and during the cooler boreal 
summer-fall season (July through December) of each year making it possible to examine the 
inter-annual and seasonal variability of the fCO2-SST relationships. A linear fit through the 
equatorial Pacific data sets yields an inverse correlation between SST and fCO2, with both inter-
annual and seasonal differences in slope. In particular, the results indicate a strong inter-annual 
El Niño – Southern Oscillation (ENSO), Pacific Decadal Oscillation (PDO) and weaker seasonal 
variability.  New results indicate a strong inter-annual (ENSO) and weaker seasonal variability. 
There is also a ~15% increase in the out-gassing flux of CO2 after the 1997-1998 PDO mode 
shift.  A large fraction of this increase is due to increase in wind speeds that began in the summer 
of 1998 and continued throughout the decade.  These increases are coincident with model 
representations of the recent rebound of the shallow water meridional overturning circulation in 
the tropical and subtropical Pacific after the PDO shift. 
 
Understanding generated from this project was entrained into community effort to 
improve the global ocean observing system network [Borges et al., 2009; Feely et al., 2009, 
Lenton et al., 2009] and assessment of gaps in knowledge [Birdsey et al., 2009; Dickey et al., 
2009; Reid et al., 2009]. 
 
Comparisons of underway seawater pCO2 data collected from BIOS's ship, R/V Atlantic 
Explorer with the BTM pCO2 sensor have been initiated. Over 15,000 seawater pCO2 data 
points were collected from the Atlantic Explorer within 80 km of the BTM in 2006. Seawater 
pCO2 data collected from the R/V Atlantic Explorer underway system within 10 km of the BTM 
(also within 3 minutes of each BTM datapoint) had an average difference of less than 0.5 µatm. 
A paper is being prepared on this effort. 
 
Lenton et al. (2009) have updated a scaling analysis to assess the resources necessary for a 
comprehensive CO2 observing network in the Southern Ocean including data from this project. 
The data was used in several new approaches to quantify air-sea CO2 fluxes on basin-wide scale 
that have significantly less uncertainty than previous efforts.  Telszewski et al. (2008) applied a 
neural network self-organizing map approach to estimate surface water CO2 levels in the 
Atlantic.  Watson et al. (2009) applied this technique and a robust application of geostatistical 
techniques to quantify the CO2 flux in the North Atlantic. 
 
Quantifying inter-annual variability in air-sea CO2 fluxes.  We perfected a method to 
estimate air-sea CO2 fluxes on seasonal time scales utilizing this ship of opportunity and satellite 
remote sensing data (Park et al., 2009; Park et al., 2010).  This data is now served within 3 to 6-
months depending on the availability of remotely sensed data.  This product provides an 



 
important constraint for the global carbon cycle that will facilitate verification of treaties and 
voluntary CO2 emission reductions. 
 
 

 
Figure 18: An air-sea CO2 flux map for September 2009.  An interactive data and graphics 
retrieval system for this data can be found at: 
http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph 
 
 
 
4. Education and Outreach 
 
Investigators in this project have been active in several outreach efforts.  They presented public 
lectures; given guest lectures at schools and universities and are members of national and 
international steering committees.  Bates is a member of the Interior Ocean Carbon Synthesis, 
and of the Scientific Steering Group for the US federal Carbon Cycle Interagency Working 
Group. Bates was a primary contributor to a 30-minute TV documentary on global warming for 
Bermuda channel ZBM special on the Environment "EnviroShorts".  Several PIs of this project 
are were members of the european CarboOCEAN consortium. Takahashi has participated in and 
presented lectures on ocean CO2 and acidification at meetings of the NY State Earth Science 
High School Teachers Association.  He also served as a member of the Climate Research 
Committee (CRC) of the National Academy of Sciences/National Research Council.  Several 
students have participated in this project and have been partially supported by NOAA grants to 
Millero.   
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The R/V Walton Smith is used by the University of Miami’s Department of Marine Science to 
provide undergraduate students with at sea experience in marine chemistry.  The pCO2 data 
collected during these cruises are used by the students in exercises designed to introduce them to 
the collection and analysis of oceanographic data, and the preparation of a cruise data report. 
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1. Introduction 
 
This proposal is a request for the third year continuation of the active NOAA grant ending 
August 31, 2009: NAO80AR4320754 entitled “Underway CO2 Measurements aboard the 
RVIB Palmer and Data Management of the Global VOS Program”.  In this proposal, the 
funds supporting the activities of the Lamont-Doherty Observatory (LDEO) and the 
Bermuda Institute for Ocean Sciences (BIOS) (as a subcontract) are requested jointly.  
Although these groups share a common goal for the elucidation of sea-air CO2 flux over 
the oceans, the progresses made by each group are documented separately.   

 
 
2. Scientific Objectives 
 
The sea-air net flux of CO2 is governed by the difference between pCO2 in surface ocean 
water and the overlying atmosphere as well as by the gas transfer rate across the sea-air 
interface.  The seawater pCO2 depends primarily on the processes occurring within the sea 
(such as seawater temperature, biological productivity and upwelling of deep waters), 
whereas the gas transfer rate is regulated mainly by atmospheric processes including 
turbulence induced by winds.  The primary objective of this proposed investigation is to 
determine the space-time distribution of the ocean surface pCO2 and the sea-air pCO2 
difference.  Combining the sea-air pCO2 difference with the CO2 gas transfer coefficient 
which is being investigated by other scientific groups, a reliable net sea-air flux of CO2 
over regional to global scales can be estimated using improved sea-air pCO2 difference 
data.  The work by the LDEO group is primarily focused in the southern high latitude areas 
surrounding the Antarctic continent, whereas the BIOS group is in the western North 
Atlantic Ocean.  Thus, the results will give us an improved geographical coverage for the 
sea-air CO2 transfer flux over the global ocean.  
 
The LDEO group operates a semi-automated surface water pCO2 system aboard the RVIB 
Nathaniel Palmer with significant operational assistance from the Raytheon Polar Support 
group (funded by NSF).  RVIB Palmer is an ice-breaking research vessel, one of the few 
research ships operated in high latitude areas of the Southern Ocean even during winter 
months.  Hence, the LDEO program yields observations critical to our understanding of the 
role of the high latitude Southern Ocean around Antarctica including the Weddell and Ross 
Seas in the global carbon cycle (see Fig. 1).  The BIOS program is directed to the mid-
latitude areas of the western North Atlantic Ocean and in the vicinity of the Bermuda Time 
Series Station (BATS) aboard a container ship Oleander and R/V Weatherbird II and 
Atlantic Explorer.  
 
Our proposed work is a part of a consortium of investigators who operate their respective 
pCO2 systems aboard other research and commercial vessels.  The consortium includes the 
following groups: Richard Feely and his PMEL/NOAA group investigate mainly the 
equatorial Pacific aboard the NOAA ships; Rik Wanninkhof and his group at 
AOML/NOAA are primarily responsible for measurements over the Atlantic Ocean; Frank 
Millero and his group at the University of Miami investigates coastal waters and Caribbean 
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Sea.   Pooling of the data among the participants will allow us to cover a large part of the 
global oceans.  Under this grant, the Lamont-Doherty Observatory group is responsible for 
quality-control and management of the data produced by the NOAA-supported groups as 
well as those from international collaborators from Japan, Iceland, Germany and France.  
The data are processed into a single uniform format and are made accessible to the 
participants via the LDEO web site (www.ldeo.columbia.edu/CO2) as well as to the public 
through the Carbon Dioxide Information and Analysis Center (CIDAC) at the Oak Ridge 
National Laboratory, TN.   

 
 
3. Progress To Date, The LDEO Program 
 
The progress made during a period January, 2001 through April, 2010, is described in this 
section.  The data acquired under this grant have been submitted to the Carbon Dioxide 
Information and Analysis Center, Oak Ridge, TN, for archiving and public access.  To 
date, two versions have been published: Version 1.0 consists of about 3.6 million pCO2 
data (Takahashi et al., v. 1.0, 2008) and Version 2007 consists of about 4.5 million pCO2 
data (Takahashi et al., v. 2007, 2008).  Version 2009 is being prepared for submission to 
CDIAC.  A global synthesis of the Version 1.0 data has been published by Takahashi et al. 
(2009), which includes 28 national and international co-authors.  
 
3.1. Highlights of Findings 
 
3.1.1. The global ocean surface water pCO2 database.   
 
A newly updated, consisting of about 4.4 million pCO2 observations have been assembled 
and made available to the public through the CDIAC.  This is the most extensive database 
for world ocean surface water pCO2. 
 
3.1.2. Updated climatological mean distributions of surface water pCO2 and the 

estimated sea-air CO2 flux  
 
These have been improved especially in the high latitude Southern Ocean areas. The 
waters under seasonal ice fields are found to be a CO2 source to the atmosphere due to high 
CO2 layers formed under ice by the vertical mixing of deep waters (see yellow areas along 
60°S in Figure 1). The CO2 uptake by the global oceans is estimated to be 1.4 ±0.7 Pg-C/yr 
during the decade of 1990-2000. The uncertainty in the flux depends on wind speed 
products used for estimating the sea-air gas transfer rates. Improved wind speed data over 
the global oceans would reduce the CO2 flux uncertainty significantly. 
 
3.1.3. The sea-air CO2 fluxes estimated by various methods are in agreement 
 
The Sea-air CO2 fluxes over major ocean basins that are estimated using four independent 
methods are compared in Figure 2 (Gruber et al., BGC, 2009). The methods include a) an 
inversion of oceanic CO2 concentration data using ocean GCM’s, b) observed sea-air pCO2 

http://www.ldeo.columbia.edu/CO2


difference, c) inversion of atmospheric CO2 concentration data using atmospheric GCM’s, 
and d) ocean forward model using a marine biogeochemical model coupled with ocean 
GCM’s. These estimates for a contemporary ocean up-take are in agreement with a mean 
value of 1.8±0.3 Pg-C/yr. However, the biogeochemical-ocean GCM’s yield an 
excessively strong sink in the southern polar region. This may be attributed to over 
estimation of biological pump intensity in the high latitude waters. The atmospheric 
inversion methods yield a small source for the temperate South Pacific, whereas three other 
methods yield moderate sinks. This may be due to the lack of atmospheric CO2 

observations in the eastern South Pacific. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1 – Sea-air CO2 flux estimated using the climatological mean sea-air pCO2 observations 
in a reference year 2000. Orange-yellow areas indicate that the ocean is a CO2 source for the 
atmosphere, and magenta-blue areas, a sink for atmospheric CO2. (Takahashi et al., Deep-Sea 
Res. II, 2009). 
 
 
3.1.4. Weakening of the Southern Ocean CO2 sink 
 
The winter-time surface water pCO2 in the ice-free zone of the Southern Ocean has been 
found to be increasing over the past three decades at a mean rate of 2.1±0.6 uatm/yr that is 
faster than the atmospheric CO2 concentrations of 1.5 uatm/yr (Figure 3). This suggests that 
the sea-air pCO2 difference is reduced and the CO2 sink intensity over the Southern Ocean 
is weakening during the recent three decades. Since the biological activities are minimum 
and the vertical mixing of subsurface waters is maximum during the winter months, the 
observed increase may be interpreted as a result of increased upwelling (or meridional 
overturning) rates. This is consistent with the conclusion by Le Quéré et al. (2007) who 
used the ocean biogeochemistry GCM,s and the inversion of atmospheric CO2 data. 
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Figure 2 – Comparison of sea-air CO2 fluxes obtained by the four independent methods for the five major 
ocean basins for the contemporary oceans: a) ocean CO2 inversion (Gruber et al., GBC, 2009), b) 
observations of sea-air pCO2 differences (Takahashi et al., DSR II, 2009), c) atmospheric CO2 inversion 
(TransCOm-3, L3) and d) biogeochemical ocean GCM’s (OCMIP-2). The plot is from Gruber et al. (GBC, 
2009). 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 3 – Time-trend of surface water pCO2 in the ice-free zone of the Southern Ocean in temperatures 
between 1.5°C and 2.5°C observed during the winter months (late June through mid-November) 1980-2007. 
The linear regression trend line for the surface water pCO2 (2.6 μatm/yr) is in blue, and is increasing faster 
than the atmospheric CO2 trend shown in magenta. The time-space distribution of the seawater pCO2 
observations is shown on the right. An analysis of six temperature zones ranging from 0.8°C to 6.5°C yields 
a mean rate of 2.1 ±0.6 μatm/yr. 
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3.2. LDEO Field Program 
 
3.2.1. RVIB Palmer 
 
The Lamont group is primarily responsible for the acquisition of the surface water pCO2 
data aboard the RVIB Palmer.  Our pCO2 system has been upgraded three years ago with 
the support from NOAA, and some new modifications are being added since in order to 
make the system more stable and reliable.  As the data are obtained, they are processed and 
added to our global database, which consists presently of about 4.4 million pCO2 
measurements in surface waters plus supplemental information including the SST, salinity, 
wind speeds, barometric pressure and atmospheric CO2 concentration.  
 
The locations of our data obtained since the beginning of this project in 2001 are shown in 
Figure 4, and the dates, location and number of measurements are listed in Table 1.  The 
total number of surface water pCO2 data obtained to date is 851,618, of which about 
32,528 measurements were added to the database during the current project period 
September, 2009-March, 2010. The data recovery % is computed as the ratio of the time 
period for successful observations to the total at-sea time.  The mean data recovery rate 
since 2001 is 95.2%, while the average for the last three years is 98.7%. The high data 
recovery rate is credited to the diligent assistance provided by the on-board staff members 
of the Raytheon Polar Services Co. 
 
 
 

 
 
Figure 4.  The locations of surface water pCO2 measurements made aboard the RVIB Palmer  since 2001.  
The years when the observations were made are color-coded.  During the current project year Sept. 2009-
March 2010, about 32,528 pCO2 measurements were obtained, and have been added to our global VOS 
database. 
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Table 1 – List of the RVIB N. B. Palmer expeditions and the number of surface water pCO2 measurements 
obtained from January, 2001 through March, 2010. Detailed monthly numbers of observations are presented 
only for the last three year period, 2007-2010. 
 
Cruise ID Project Name Dates No. of %  Year 
   Observations Recovery Total 
Calendar Year 2001     
 Annual Total   82.0 129,414 
Calendar Year 2002     
 Annual Total   89.7 113,329 
Calendar Year 2003     
 Annual Total   96.0 93,590 
Calendar Year 2004     
 Annual Total   97.9 118,906 
Calendar Year 2005     
 Annual Total   97.1 72,455 
Calendar Year 2006     
 Annual Total   98.6 103,502 
Calendar Year 2007     
07/1 Geological Research 22 Dec 06 - 29 Jan 07 14,963 100.0  
07/2 Amundsen Sea Research 03 Feb - 25 Mar 20,780 97.7  
07/3 Collaborative Research 31 Mar - 05 May 12,781 98.5  
07/4 Open Period 10 May - 20 Jun no data   
07/5 Transit to Maintenance Period 21 - 25 Jun no data   
07/6 Drydock 25 Jun - 28 Jul no data   
07/7 Transit to Punta Arenas, Chile 28 Jul - 02 Aug no data   
07/8 Open Period 02 - 27 Aug no data   
07/9 Sea Ice Balance in the Antarctic 01 Sep - 31 Oct 14,616 97.8  
07/10 Palmer Station Resupply 14 Nov - 07 Dec 8,548 95.9  
07/11 Transit, Chile - New Zealand 14 - 30 Dec 6,355 100.0  
 Annual Total   98.3 78,043 
Calendar Year 2008     
08/1 Ross Sea Research 08 - 27 Jan 6,876 98.5  
08/2 Ross Sea Research 29 Jan - 20 Feb 8,562 98.8  
08/3 Ross Sea Research 23 Feb - 23 Mar 8,330 99.9  
08/4 Transit Lyttleton, N.Z. - Punta Arenas, Chile 21 Mar - 14 Apr 9,300 100.0  
08/5 Drake Passage - S. Atlantic Research 18 Apr - 25 May 13,525 98.9  
08/6 Drake Passage - S. Atlantic Research 01 - 30 Jun 10,861 99.5  
08/7 No Cruise     
08/8 Drake Passage - Antarctic Penn. 11 Jul - 06 Aug 9,196 99.5  
08/9 - 08/11 No Cruise     
08/12 Drake Passage 20 Nov - 12 Dec 8,732 97.9  
 Annual Total   99.1 75,382 
Calendar Year 2009     
09/1 Amundsen-Bellinghausen Sea 06 Jan - 26 Feb 19,310 99.1  
09/2 Drake Passage - S. Atlantic Research 06 May - 14 Apr 15,159 98.5  
09/3-09/4 Not Operational     
09/5 Dry dock     



09/5A Equipment Test 08 - 17 Oct 984 99.4  
09/6 Open Period     
09/7 Not Operational     
09/8 Antarctic Circumpolar Current 19 Nov - 19 Dec 10,830 96.0  
 Annual Total   98.3 46,283 
Calendar Year 2010     
10/1 Larsen Ice Shelf 02 Jan - 02 Mar 20,714 99.3  
 Annual Total   99.3 20,714 
      
TOTAL SINCE 2001   95.2 851,618 
 
 
3.2.2. RVIB L. M. Gould 
 
Our underway pCO2 system has been operated aboard R/V Laurence M. Gould, which is 
supported by NSF as a part of the Long-Term Research in Environmental Biology (LTRE) 
program in the Drake Passage area, Southern Ocean. The surface water pCO2 program 
aboard the R/V L. M. Gould is maintained and the data are processed and managed with 
support of this grant.  The sampling locations are shown in Figure 5, and the dates and the 
number of pCO2 measurements made during each of these programs are summarized in 
Table 2. A total of 29,132 pCO2 measurements were made aboard the R/V Gould during 
September, 2009-March, 2010.  The relatively small number of measurements during this 
period is due to the long lay-off periods of the ship (April-Oct., 2009 and Oct.-Nov., 2009).  
The new data make a total of 497,623 pCO2 measurements for the Gould program since its 
inception in March, 2002. The data recovery rate during this period is 98.2%, while the 
eight-year mean rate is 93.1%.  
 

 
 
Figure 5 – The locations of the surface water pCO2 measurements obtained aboard the R/V Gould during 
this project, March, 2002 through March, 2010. A total of 497,623 pCO2 measurements were made since the 
beginning of the project in 2002. During the current funding period, Sept.,2009-March 2010, 29,132 pCO2 
measurements were made. The years of the measurements are color-coded.  These data have been processed 
and quality-controlled by this project. 
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is reporting period. 

Table 2 – List of the R/V Laurence M. Gould expeditions and the number of surface water pCO2 
observations added to the VOS database since 2002.  Detailed monthly numbers of observations are 
presented only for the current funding period, September. 2009-March, 2010. 29,132 new observations have 
been added during th
 
Cruise Project Name Dates No. % Year  
ID   Observations Recovery Total 
Calendar Year 2002     
 Annual Total   77.8 41,486 

Calendar Year 2003     

 Annual Total   93.1 69,952 

Calendar Year 2004     
 Annual Total   98.6 67,664 

Calendar Year 2005     
 Annual Total   86.7 63,087 

Calendar Year 2006     
 Annual Total   92.6 59,602 

Calendar Year 2007     
07/1 LTER Antarctica 01 Jan - 11 Feb 12,376 94.2  
07/2 Peterman Is. Close Stations 16 Feb - 01 Mar 3,766 100.0  
07/3 Palmer Station Shuttle 08 - 19 Mar 2,439 100.0  
07/4 Palmer Turnover 23 Mar - 06 Apr 2,637 100.0  
07/5 Biological Research 11 Apr - 09 May 6,997 100.0  
07/6 Logistic Cruise 12 May - 03 Jun 5,290 99.6  
07/7 Hazardous Waste Shuttle 07 - 22 Jun 2,414 89.9  
07/8 Dry dock maintenance 23 June - Sept 12    
07/12 Palmer Station Opening 13 - 29 Sep 3,200 100.0  
07/13 COPA Opening 08 - 20 Oct 2,750 90.5  
07/14 Open Period, maintenance 21 Oct - 3 Nov    
07/15 Palmer Shuttle 04 - 16 Nov 3,395 100.0  
07/16 No Cruise     
07/17 Antarctic Penn. Research 22 Nov - 22 Dec 9,960 99.9  
 Annual Total   97.6 55,224 

Calendar Year 2008     
08/1 LTER Antarctica 30 Dec 07 - 09 Feb 08 11,724 100.0  
08/2 COPA Opening 14 Feb - 17 Mar 9,121 100.0  
08/3 Palmer Turnover 22 Mar - 04 Apr 2,377 100.0  
08/4 Palmer Shuttle 08 - 23 Apr 4,178 98.3  
08/6 Drake Passage Research 27 Apr - 21 May 6,374 93.9  
08/7 Drake Passage Research 28 May - 15 Jun 4,730 100.0  
08/8 Palmer Shuttle 24 Jun - 08 Jul 3,972 99.9  
08/9 Palmer Shuttle 11 Jul - 08 Aug 6,172 100.0  
08/10 Palmer Shuttle 13 Aug - 10 Sep 8,198 98.8  
08/11 Palmer Shuttle 14 - 28 Sep  2,259 87.7  
08/12 Palmer Shuttle 16 - 28 Oct 3,587 100.0  
 Annual Total   98.1 62,692 

Calendar Year 2009     
09/1 LTER Antarctica 31 Dec 08 - 05 Feb 09 11,692 99.9  



09/2 Drake Passage - Antarc. Penn. 11 Feb - 16 Mar 10,839 100.0  
09/3 Drake Passage - Antarc. Penn. 21 Mar - 09 Apr 5,577 99.8  
09/4 No Cruise     
09/5 Palmer Shuttle 21 Apr - 11 Jun 15,326 99.9  
09/6A Hazmat Transit 15 Jun - 01 Jul 3,300 99.9  
09/7 Transit Chile - Louisiana  04 - 27 Jul 2,050 100.0  
09/8 Transit Louisana - Chile 16 Aug - 11 Sep Pending   
09/9 Palmer Shuttle 16 Sep - 08 Oct 5,278 99.7  
09/10 Palmer Station Opening #2 13 - 28 Oct 3,885 100.0  
09/11 Geoscience Island Field Camps 23 Nov - 22 Dec 9,030 100.0  
 Annual Total   99.9 66,977 

Calendar Year 2010     
10/1 Western Penninsula 30 Dec 09 - 02 Feb 10 10,939 92.9  
 Annual Total   92.9 10,939 

GRANT TOTAL SINCE 2002   93.1 497,623 
 

3.2.3. M/V Comer Turmoil 
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In 2007, an underway pCO2 system was constructed and installed aboard the M/V Comer 
Turmoil with a grant from the Comer Education and Research Foundation.  Presently, its 
operation and data processing are partially supported with the VOS/NOAA grant. Since 
Turmoil is a family yacht and has visited many coastal locations, a large portion of the data 
from this ship is for coastal waters, which have not been frequently sampled. During the 
current funding period, about 30,000 pCO2 data were obtained, and these data have been 
processed and added to our global database, making the total of 164,918 pCO2 
measurements from this ship since the inception of this program in November, 2007.  
Figure 6 shows the surface water pCO2 values (color-coded) along her tracks in 2007-
2008. The number of pCO2 measurements made in each year is listed in Table 3 along 
with other VOS ships.  Since the number of hours at sea (excluding the harbor time) cannot 
be documented, the data recovery % is not given.
 

.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 – The locations of the surface water pCO2 measurements obtained aboard the M/V Comer Turmoil 
since the inception of the program in 2007. The colors indicate the year of measurements.  A total of about 
30,000 new measurements have been added during the current funding period to our VOS database. 
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to the VOS database.  

 
3.2.4. LDEO R/V M. Langseth 
 
R/V Marcus Langseth is operated by LDEO with funds from NSF mostly for geophysical 
studies.  Since the ship is used for geophysical studies in small areas for month at a time, it 
is suited for investigating variability of pCO2 in small ocean areas in details.  An underway 
pCO2 system has been constructed with funds from this grant and was installed in 
February 2008 aboard R/V Langseth.  However, the old underway water pumping system 
aboard the ship has been found deficient in many ways, and a completely new system was 
installed in April, 2010, during the mid-life refit of the ship.  The ship departed Astoria, 
OR, on May 8, 2010 for Hawaii and then to Guam, with Tim Newberger aboard to 
thoroughly test the underway pCO2 system.  As of May 10, he reported that the pCO2 
measurements are functioning well.  The data will be transmitted weekly to the LDEO 
CO2 laboratory, after Newberger’s departure from the ship in Guam, and the quality-
controlled data will be added 
 
3.2.5. USCGC Healy 
 
USCGC Healy is one of the few US ships operating primarily in the Arctic, where seasonal 
CO2 observations are lacking.  Since waters flowing out of the Arctic basin should have a 
significant impact on the North Atlantic CO2 budget, our understanding of the time-space 
variability of pCO2 in surface waters in this basin is important. The installation of a new 
underway pumping system for scientific purposes and an underway pCO2 system have 
been approved by the Arctic Icebreaker Coordinating Committee (Chaired by Carin 
Ashjian) in November, 2007.  This pCO2 system will become an integral part of a NSF-
sponsored surface water measurement system (Dale Chayes, P.I. and coordinator) that 
includes underway measurements of temperature, salinity and bio-luminescence.   The 
pumping system is being designed and evaluated by the US Coast Guard.  It is expected to 
be installed in December, 2010, and our pCO2 measurements will hopefully start in the 
spring of 2011. 
 
 
3.3. CO2 Data Processing and Management for the VOS Program 
 
The Lamont group is responsible for processing and managing the surface water pCO2 
data acquired by the members of the Volunteer Ocean Survey (VOS) consortium, so that 
the participants of the program are able to access of the data in an uniform electronic 
format.  For this purpose, we have established an open web site at the following URL:   
http://www.ldeo.columbia.edu/CO2.  The site provides not only the numerical data, but 
also maps showing the ship’s tracks for each data file.  The new data will be accessible 
only to the VOS participants for a period of three years, and will be released to the public 
after this period through the Carbon Dioxide Information and Analysis Center, Oak Ridge, 
TN.  
 
We have received the data from the following participating members of the VOS program 
and have added quality-controlled data to our database;  

http://www.ldeo.columbia.edu/CO2
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1) the NOAA’s “Ronald Brown” program, mostly in the Atlantic Ocean (R. 
Wanninkhof);  

 
2) the “Explorer of the Seas” program in and around the Caribbean Sea (R. 

Wanninkhof);  
 

3) the “Kaimimoana” program in the equatorial Pacific (R. A. Feely);  
 

4) the “Gordon Gunter” program, (R. Wanninkhof);  
 

5) the “Columbus Waikato” program (R. Wanninkhof);  
 

6) R/V Atlantic Explorer program of BIOS (N. Bates). 
 
The data obtained from these groups are summarized in Table 3.  During the current 
funding period, 332,185 pCO2 data were added to the VOS database. 
 
 
Table 3 -  Surface water pCO2 data received from the AOML/NOAA and PMEL/NOAA groups for quality 
control and archiving.  These data have been quality-controlled and 332,185 new pCO2 observations have 
been added to the VOS database during this reporting period.  
 
Year No. of  No. of pCO2  Ship Total 
 Legs (Files) Observations  
    
Ship:  Ronald Brown  
2001 12 41,358  
2002 13 26,341  
2003 10 26,291  
2004 10 23,449  
2005 10 26,714  
2006 11 32,537  
2007 8 26,287  
2008 1 5,926  
2009 0 0  
   208,903 
Ship:  Explorer of the Seas  
2002 30 39,262  
2003 39 76,322  
2004 50 82,043  
2005 44 67,231  
2006 39 57,576  
2007 35 53,268  
2008 3 6,673  
2009 9 7,448  
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   389,823 
Ship:  Kaimimoana   
2001 2 5,641  
2002 5 15,017  
2003 5 28,597  
2004 4 13,742  
2005 0 0  
2006 0 0  
2007 2 34,009  
2008 7 137,875  
2009 0 0  
   234,881 
Ship:  Gordon Gunter  
2008 7 29,565  
2009 9 25,262  
   54,827 
Ship:  Columbus Waikato  
2004 6 42,907  
2005 16 84,134  
2006 1 8,737  
   135,778 
Ship:  Atlantic Explorer  
2006  48,592  
2007  73,285  
2008  88,355  
2009  0  
   210,232 
Ship:  Turmoil   
2007 9 22,489  
2008 11 83,896  
2009 4 30,781  
2010 3 27,752  
   164,918 
    
Grand Total  1,399,362 
New Data added during this funding period332,185 
 
 
3.4. LDEO Publications, Data Analysis and Synthesis 
 
During this grant period, 2009-10, the following research papers and data reports have 
been published.   
 
Takahashi, T., Sutherland, S. C., Wanninkhof, R., Sweeney, C., Feely, R. A., Chipman, D. 

W., Hales, B., Friederich, G., Chavez, F., Watson, A., Bakker, D. C. E., Schuster, U., 
Metzl, N., Yoshikawa-Inoue, H., Ishii, M., Midorikawa, T., Nojiri, Y., Sabine, C., 
Olafsson, J., Arnarson, T. S., Tilbrook, B., Johannessen, T., Olsen, A., Bellerby, R., 
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Körtzinger, A., Steinhoff, T., Hoppema, M., de Baar, H. J. W., Wong, C. S., Delille, B. 
and Bates, N. R. (2009). Climatological mean and decadal changes in surface ocean 
pCO2, and net sea-air CO2 flux over the global oceans. Deep-Sea Res. II, doi: 
10.1016/j.dsr2.2008.12.009. 

 
Gruber, N., Gloor, M., Mikaloff Fletcher, S. E., Doney, S. C., Dutkiewicz, S., Follows, M., 

Gerber, M., Jacobson, A. R., Joos, F., Lindsay, K., Menemenlis, D., Mouchet, A., 
Műller, S. A., Sarmiento, J. L. and Takahashi, T. (2009). Oceanic sources, sinks, and 
transport of atmospheric CO2. Glob. Biogeochem. Cycles., 23, GB1005, 
doi:10.1029/2008GB003349,2009. 

 
Olafsson, J., Olafsdottir, S. R., Benoit-Cattin, A., Danielsen, M., Arnarson, T. S., and 

Takahashi, T. (2009). Rate of Iceland Sea acidification from time series measurements, 
Biogeosciences, 6, 2661-2668. 

 
Takahashi, T., Sutherland, S. C., Wanninkhof, R., Sweeney, C., Feely, R. A., Chipman, D. 

W., Hales, B., Friederich, G., Chavez, F., Sabine, C., Watson, A., Bakker, D. C. E., 
Schuster, U., Metzl, N., Yoshikawa-Inoue, H., Ishii, M. Midorikawa, T., Nojiri, Y., 
Kortzinger, A., Steinhoff, T., Hoppema, M., Olafsson, J.,  Arnarson, T. S., Tillbrook, 
B., Johannessen, T., Olsen, A., Bellerby, R., Wong, C. S., Delille, B., Bates, N. R. and 
de Baar, H. J. W. (2009). Corrigendum to “Climatological mean and decadal change in 
surface ocean pCO2 and net sea-air CO2 flux over the global oceans” [Deep-Sea Res. 
II, 56, 554-577]. Deep-Sea Res. I 56, 2075-2076. doi:10.1016/j.dsr2009.07.007. 

 
Le Quéré, C., Raupach, M. R., Canadell, J. G., Marland, G., Bopp, L. Ciais, P., Conway, T. 

J., Doney, S., Feely, R., Fester, P., Friedlingstein, P., Houghton, R. a., House, J., 
Huntingford, C., Levy, P., Lomas, M. R., Majkut, J., Metzl, N., Ometto, J., Peters, G. 
P., Prentice, I. C., Randerson, J. T., Rodenbeck, C., Running, S., Sarmiento, J., 
Schuster, U., Sitch, S., Takahashi, T., Vivoy, N., van der Werf, G. R., Woodward, F. I. 
(2009). Trends in the sources and sinks of carbon dioxide. Nature Geoscience, 2, 831-
836, doi:10.1038/NGEO689. 

 
Takahashi, T., S. C. Sutherland, and A. Kozyr. (2009). Global Ocean Surface Water Partial 

Pressure of CO2 Database: Measurements Performed during 1968-2008 (Version 
2008). ORNL/CDIAC-152, NDP-088r. Carbon Dioxide Information Analysis Center, 
Oak Ridge National Laboratory, U. S. Department of Energy, Oak Ridge, Tennessee, 
doi: 10.3334/CDIAC/otg.ndp088r   <http://cdiac.ornl.gov/oceans/LDEO _Underway 
Database/LDEO home.html_> 

 
Olafsson, J., Olafsdottir, S. R., Benoit-Cattin, A. and Takahashi, T.  (2010). The Irminger 

Sea and the Iceland Sea time series measurements of seawater carbon and nutrient 
chemistry 1983-2008. Earth System Science Data, 2, 99-104. 

 
Le Quere, C., Takahashi, T., Buitenhuis, E. T., Rodenbeck, C. and Sutherland, S. C. 

(accepted for publication). Impact of climate change on the global oceanic sink of CO2. 
Global Biogeochem. Cycles. 

http://cdiac.ornl.gov/oceans/LDEO_UnderwayDatabase/LDEOhome.html_
http://cdiac.ornl.gov/oceans/LDEO_UnderwayDatabase/LDEOhome.html_
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3.5. Public Services 
 
Takahashi has served the following committee as a full member; 
 
Member, Climate Research Committee (CRC), Board of Atmospheric Sciences (BASC), 

National Research Council/National Academy of Sciences, 2007-2009. 
 
Member, Science Steering Committee, Ocean Carbon Biogeochemistry Program, (multi-

agency supported) Woods Hole Oceanographic Institution, Woods Hole, MA, 2009-
present.  

 
3.6. Honors Received 
 
“Champions of the Earth” Award, United Nations. April, 2010. 
 
 
4. Progress To Date, The Bios Program 
 

The main metric for this program is obtaining, reducing, quality controlling and 
disseminating high quality surface water and marine boundary layer atmospheric pCO2 
data. A short summary of efforts on ships in included below. 
 
Please note that the BIOS PI (Bates) suffered a very serious illness during 2008 and early 
2009 that restricted efforts on this grant. 
 
4.1. BIOS Field Program 
 
4.1.1. R/V Atlantic Explorer 
 
The R/V Atlantic Explorer operates in the North Atlantic Ocean servicing four 
oceanographic time-series (e.g., Bermuda Atlantic Time-series Study, Hydrostation S, 
Bermuda Testbed Mooring, Ocean Flux Program) and other research projects. The 
geographic focus of data collection is primarily zone NA6, but included several transects 
between Bermuda and Puerto Rico (across an infrequently sampled part of the permanently 
stratified oligotrophic gyre of the North Atlantic) and Bermuda and Norfolk, Virginia.  
 
The pCO2 system was installed on the RV Atlantic Explorer in April 2006. This data 
stream provides ground-truthing pCO2 datasets for the subtropical gyre of the North 
Atlantic Ocean. In 2007 and 2008, the R/V Atlantic Explorer had 173, and 170 ship-days, 
respectively. In 2009, the R/V Atlantic Explorer has been scheduled for 139 ship-days, 
with 1 ship-day pending. This includes work in zone NA06 but also transects between 
Bermuda, Puerto Rico and Norfolk, and several cruises in the central North Atlantic 
(between 20° and 30° N, 65° to 45°W). In 2010, we anticipate that the R/V Atlantic 
Explorer will have 131 ship-days, with 7 other ship-days pending. This schedule will also 
include four transects between Bermuda and Norfolk, and four transects between Bermuda 
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and Puerto Rico.  
 
Data Return: 
 
In 2007, the total data collected was ~99,996, with a ~73.3% good data recovery. Much of 
the data was collected in the NA06 region with several transects across the western North 
Atlantic Ocean. In 2008, the total data collected was ~100,119, with a ~88.3% good data 
recovery. As in 2008, much of the data was collected in the NA06 region with several 
transects across the western North Atlantic Ocean, with a couple of cruises to Puerto Rico. 
 
The non-return rates of 26.7% and 11.7% represent data that were flagged mainly due to 
problems with low flow rates from the underway system, due to problems associated with 
the Valco multi-position valve and distribution of standards through the system, and delays 
in replacing the standards. However, it should be noted that maintenance of the pCO2 
system has become relatively routine during the ship's turnaround at the BIOS dock.  
 
The seawater and atmospheric pCO2 data from 2007 and 2008 have been submitted to 
LDEO. In addition to pCO2 data, underway position, temperature and salinity data have 
also been submitted to LDEO. In addition several months of 2009 have also been 
submitted to LDEO. At present we are undertaking QC/QA analysis of 2009 data up to 
October 2009, undertaking the merging of thermosalinograph and navigational data, and 
expect submission of additional data to LDEO by the end of the year. We do not anticipate 
a more frequent turnaround of data since the comparison of pCO2 system temperature, 
underway temperature, and CTD upper bottle and upper bin temperatures require sufficient 
time to evaluate sensor drift. All the SeaBIRD sensors from the underway and CTD 
systems are maintained by BIOS Marine Technicians, and calibrated every six months. We 
are in the process of preparing the metadata information and data QC/QA for submission 
of data to CDIAC in yearly reports. The seawater and atmospheric pCO2 data will also be 
served at the following site (http://www.bios.edu/Labs/co2lab/vos.html). 
 

Causes for non-return: 
 
In 2007, the major problem with the R/V Atlantic Explorer system has been intermittent 
problems with the Valco multiposition valve. The valve has been replaced. We have had 
problems with the Ivisco valve that controls the flushing of the lines with freshwater. This 
valve has failed twice due to salt crystal buildup. We have also had problems with 
clogging of the flow meter impeller. We have also had problems with the Superlogic 
Module boards due to faulty power feed; these modules have had to be replaced. The 
acrodisk have also been clogged and in need of regular cleaning. We have also had a few 
problems with the GPS system, with a faulty 232 to 485 converter, and faulty comport. We 
also had non-return of data on scheduled BATS and Hydrostation S cruises due to shipyard 
maintenance and turnaround of the R/V Atlantic Explorer. In 2009, the pCO2 system has 
worked very well, with no problems to report. 
 
4.1.2. Container Ship MV Oleander 
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The MV Oleander crosses weekly between New Jersey and Hamilton, Bermuda. Given the 
~100 crossings a year, this gives excellent temporal and spatial coverage of the North 
Atlantic subtropical gyre, Gulf Stream, Middle Atlantic Bight and coastal zone. The MV 
Oleander transits the region of Subtropical Mode Water (STMW) formation during the 
winter southeast of the Gulf Stream, and the highly productive coastal zone of the Eastern 
Seaboard. 
 

Data Return: 
 
During the performance period we have had major problems with the pCO2 system. We 
have the pCO2 system up and running again for the remainder of the performance period 
and expect routine data-return for the remainder of the year and following. 
 
The seawater pCO2 data from 2007 have been submitted to LDEO. We are in the process 
of evaluating 2008 data but have been hampered by the non-return of GPS data that has 
meant difficult merging of position data with NOAA ADCP datasets. Unfortunately, at this 
time, we cannot give return and flagged data statistics. We are in the process of preparing 
the metadata information and data QC/QA for submission of data to CDIAC in yearly 
reports. The seawater pCO2 data will also be served at the following site 
(http://www.bios.edu/Labs/co2lab/vos.html).  
 
Maintenance of the pCO2 system occurs with weekly visits to the ship during the ship's 
turnaround (giving our team a couple of hours on Monday morning to work on the system) 
in Hamilton, Bermuda. Our group has developed a good rapport with the ship officers, 
engineers and crew, and their good will has contributed greatly to the success of the system 
installation on the ship. 
 

Causes for non-return: 
 
During the performance period we had major problems with the pCO2 system. In mid-
2008, during a routine maintenance visit to the Oleander, our technician was electrocuted 
(without injury, fortunately) and major components of the pCO2 system were damaged. 
Although we had been informed during the installation of the pCO2 system that the 
electrical supply was grounded, we discovered that the electrical supply had not been 
grounded and as a result, our technician and pCO2 system suffered a serious electrical 
surge. We ultimately have not discovered the cause of the incident, as the heavy-duty surge 
protector on the pCO2 system did not prevent the incident. A grounded electrical supply 
was requested, but frustratingly was not provided until routine ship maintenance at the end 
of 2008/beginning of 2009. All major damaged components have been replaced and the 
system was functional after a frustratingly long delay. The replacement of the CPU caused 
another problem with the GPS comport that has also been addressed. However, at present 
we have another computer failure that is being addressed. A temporary work around using 
a second hard-drive is being attempted with a solid-state bootable hard-drive to run the 
pCO2 system software as a more permanent solution.  
 
The ship turnaround in New Jersey and Bermuda has also been shortened and subsequently 
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access to the ship has been restricted to a few hours each week (making replacement and 
testing of new components a little difficult and drawn-out). Access to the engine room has 
also been denied at times due to problems with the ship engines and major maintenance 
work needed during the turnaround periods. We've also had several weeks where the 
weekly turnaround has been delayed due to much reduced container transport between 
New Jersey and Bermuda. Despite the difficulties in access and electrical supply repair, the 
MV Oleander, the crew remains highly motivated to help us in our efforts, and we 
anticipate good recovery of data in the remainder of this performance period and the next. 
 
On the MV Oleander, additional causes for non-return have been associated with ship-
related issues (seawater pump system turned off; delays getting on to the ship); failure of 
the waste reservoir and delays related to component replacement. Over the last two years 
there have been occasions when the seawater system were not turned on during the weekly 
turnaround of the ship. There have also been several occasions when our group has not 
been able to access the ship in port due to offload/onload pressures when the ship is 
undertaking very quick turnarounds due to weather delays. On a couple of occasions, the 
pump that drains seawater from the waste reservoir has failed and we have had delays in 
replacing the pump. The equilibrator is located in the Engine Room near the seawater 
system and TSG. It is located ~5' below the water line, requiring the equilibrator waste 
seawater to free drain into a waste reservoir, which in turn is drained by a pump back into 
the seawater line downstream of the tap off to the pCO2 system. In 2007, the pump has 
failed twice with shutdown of the system after overflow into the ship's bilges. Recently, we 
have added a second, stronger pump to ensure that wastewater is pumped overboard. This 
heavy-duty pump has worked well. The primary filter on the seawater intake line has also 
needed to be cleaned each week; otherwise rust and debris from the Oleander's internal 
plumbing clogs the line and slows the flow rate into the equilibrator. We have also had 
problems with the Superlogic Module boards; these modules have had to be replaced. The 
condenser tubes have clogged with salt crystals causing a shutdown of the system. The 
condenser tubes have been replaced.  
 
The average temperature of the engine room has been ~47°C with the CPU failing in 2006 
due to temperatures over 60°C. We have modified the dry box, adding new fans, and 
replaced the CPU with one that has a higher temperature threshold (80°C) with no 
problems since. The engine room air is quite dirty requiring cleaning of all filters each 
week. As stated earlier, we will replace the system hard-drive with a solid-state bootable 
hard-drive to run the pCO2 system software as high engine room temperatures and ship 
motion continues to exact a heavy toll on the pCO2 system components. 

 
4.2. Mooring pCO2 Effort 
 
The long-term goal of this program is to populate the network of OCEAN Sustained 
Interdisciplinary Time-series Environment observation System (OceanSITES; 
http://www.oceansites.org/) so that CO2 fluxes will become a standard part of the global 
air-sea CO2 flux mooring network.  
 

http://www.oceansites.org/
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4.2.1. Bermuda Testbed Mooring (64.2°W, 31.7°N):   
 
A moored pCO2 system was first deployed on the Bermuda Testbed Mooring (BTM) on 
October 22, 2005. The system was fully operational for the entire FY06, but was recovered 
in 2007, as funding to the PI from NSF was not renewed. A group of BIOS researchers led 
by Dr. Jerome Aucan, and colleagues at NOAA, and WHOI are planning the redeployment 
of a similar mooring in late 2009, and submitted a proposal to the NSF MRI program for 
support of this effort. However, we do not anticipate a decision from NSF on the proposal 
until early next year, with deployment of the mooring unlikely before the fall of 2010.  
However, two other moored pCO2 systems will be collecting data in 2010. 

 
4.2.2. Bermuda coral reef (~64°W, 32°N):   
 
As part of an NSF supported award, the response of Bermuda’s coral reef to ocean 
acidification will be investigated over the next few years. The project details are: NSF 
OCE-0928406. BEACON: Bermuda Ocean Acidification and Coral Reef Investigation. 
P.I.'s. A.J. Andersson, N.R. Bates, S. du Putron (BIOS), 1 Sept. 2009-31 Aug. 2012.  
 
As part of the project, two moored pCO2 systems will be deployed on the Bermuda coral 
reef under naturally different pCO2 and [CO3

2-] conditions. The proposed pCO2 buoys 
(MAPCO2) are the same design as the buoy previously deployed at the Bermuda Testbed 
Mooring (BTM; http://www.pmel.noaa.gov/co2/moorings/btm/btm_main.htm; P.I., C.L. 
Sabine, PMEL and N.R. Bates, BIOS). At each site shown in the attached figure, the pCO2 
buoy will be complemented by an Aanderaa RDCP current profiler and auxiliary sensors 
capable of continuously measuring temperature, salinity, dissolved oxygen, pH, PAR and 
turbidity. At present, Chris Sabine’s group at PMEL is constructing the moored pCO2 
systems and we anticipate deployment of these systems in early 2010.  Data from these 
moored pCO2 systems will be entrained into the PMEL moored pCO2 network. This data 
will be merged with other datasets collected as part of the NSF project.   
 
4.3. Data management and dissemination 
 
The efforts of the NOAA VOS pCO2 group have met the important monitoring principle of 
uniform instrumentation with a quantifiable accuracy. All systems are calibrated with 
standards that are traceable to the WMO scale. An important part of the VOS effort is to 
disseminate quality controlled data to the community at large in an expedient fashion. The 
seawater and atmospheric pCO2 data will also be served at the following site 
(http://www.bios.edu/Labs/co2lab/vos.html). After QC and QA, data will be transferred to 
LDEO.  
 
 
4.4. Research and Publication Highlights 
 
The VOS CO2 data is providing valuable information on CO2 variability in surface 
seawater over a wide range of time- and spatial scales that have not been fully examined. 
Between 2006 and present, both ships collected high frequency data in the region of the 
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subtropical gyre of the North Atlantic Ocean, Gulf Stream, Middle Atlantic Bight and 
coastal ocean of the eastern seaboard. Our data has contributed to the new pCO2 
climatology [Takahashi et al., 2009] and interpretations resulting from this data [Schuster 
et al., 2009; Watson et al., 2009]. Understanding generated from this project was also 
entrained into community effort to improve the global ocean observing system network 
[Borges et al., 2009; Feely et al., 2009] and assessment of gaps in knowledge [Birdsey et 
al., 2009; Dickey et al., 2009; Reid et al., 2009]. 
 
Comparisons of underway seawater pCO2 data collected from BIOS's ship, R/V Atlantic 
Explorer with the BTM pCO2 sensor have been initiated. Over 15,000 seawater pCO2 data 
points were collected from the Atlantic Explorer within 80 km of the BTM in 2006. 
Seawater pCO2 data collected from the R/V Atlantic Explorer underway system within 10 
km of the BTM (also within 3 minutes of each BTM data point) had an average difference 
of less than 0.5 µatm. A paper is being prepared on this effort. 
 
The offshore seawater pCO2 data is also being used as a constraint for estimating seasonal 
net ecosystem metabolism (net calcification and photosynthesis rates) for the Bermuda 
coral reef. Early attempts were made to access seasonal rates using underway seawater 
pCO2 data [Bates, 2002], but the approach has been much improved [Bates et al., 2009a, 
b]. This effort is important as the Bermuda coral reef experiences relatively low carbonate 
ion concentrations compared to low-latitude coral reefs. Our other experimental studies 
show direct coupling between carbonate chemistry and coral calcification, and we 
anticipate that the Bermuda coral reef should begin to experience periods of net 
decalcification as early as 2030. As such, the Bermuda reef serves as an important 
bellweather for the impact of ocean acidification on coral reefs.   
 
4.5. Community Service, Conferences, and Outreach 
 

4.5.1. Community Service 
 
Surface Ocean CO2 Atlas (SOCAT) Project member. Co-sponsored by IOCCP, SOLAS, 

IMBER, and the Global Carbon Project (GCP), members of SOCAT are working to 
establish a global surface ocean CO2 data set that would bring together, in a common 
format, all publicly available pCO2 data for the surface oceans. Focus on the North 
Atlantic Ocean including the Arctic Ocean. Active service from 2008 to present. 

 
Interior Ocean Carbon Synthesis. Arctic working group leaders (N. Bates and A. Olsen, 

University of Bergen). Active service from mid-2009 to present. 
 
Scientific Steering Group Member. Member of the U.S. Carbon Cycle Scientific Steering 

Group (CCSSG) for the US federal interagency Carbon Cycle Interagency Working 
Group (CCIWG). Active service from 2007 to present. 

 
Working Group Member. CarboOCEAN WG member for "North" and "Middle" groups 

for the Atlantic Ocean. Active service from 2007 to 2009. 
 



 FY2009 Annual Report: Underway pCO2 Measurements Aboard the RVIB Palmer and 
Data Management of the Global VOS Program  21 of 24 
 

4.5.2. Conferences Attended 
 
IOCCP SSG meeting (2007); SOLAS-IMBER Carbon meeting (Paris, 2007); Invited 

talk, 2008 ASLO/AGU Ocean Sciences Meeting, Orlando, Florida, March 2008; 
CCSSG meeting December 2009.  

 
4.5.3. Outreach 

 
Panel Discussion with filmmakers on the Ocean Acidification documentary Sea Change, 

5 November 2009, BIOS. 
 
Participation in documentary (2009) on ocean acidification “Altered Ocean-Acrid Seas”, 

an OceanVision film, 66 minutes, Dean Schweinler, George Monteiro and Jim Flagg, 
producers. 

 
Bermuda TV channel ZBM interview (2009) about WWF report: Arctic Climate 

Feedback.: Global Implications. 
 
BIOS press release (2009) on WWF report (Arctic Climate Feedbacks) and many other 

US and international press reports in September 2009 
 
TV documentary (2008). Primary contributor to 30-minute documentary on global 

warming for Bermuda channel ZBM special on the Environment "EnviroShorts". 
 
Press Conference (2008) on "Ocean Acidification". 2008 ASLO/AGU Ocean Sciences 

meeting, Orlando, Florida, March 2008.  
 
TV documentary (2007). Scientific interview for Discover Channel/National Geographic 

documentary (2007) on hurricanes and climate change entitled "Hyper Hurricanes". 
First US airing on National Geographic Channel (October 18, 2007). Includes 
footage of the BIOS ship R/V Atlantic Explorer. 

 
Scientific interview (2007) for independent filmmaker Dean Schweinler's documentary 

on ocean acidification. Includes footage of the BIOS ship R/V Atlantic Explorer and 
laboratory activities. 

 
TV documentary (2007). Footage of our laboratory activities included in James Martin's 

documentary on climate change and other environmental issues. 
 
Several local TV interviews (2007) on global climate change, coral reefs and 

environmental issues for Bermuda TV channel ZBM. 
 
Scientific interview (2007) on global climate change for a Bermuda TV channel ZBM 30 

minute program, part of a series of programs on environmental issues. 
 
Interview for Sea Education Association publication (2007). 
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Presentation (2007) on climate change and ocean acidification for CARILEC (an 

association of Caribbean and small island nation utility and energy generation 
companies).  

 
Scientific advisor (2007) on climate change and ocean acidification issues for Bermuda 

non-governmental organization Greenrock. 
 
Presentation (2007) on climate change and ocean acidification for the HSBC Bank of 

Bermuda foundation. 
 
Profile for BIOS outreach publication Meridian, (2007). 
 
Articles (2007) on climate change and ocean acidification for BIOS outreach publication 

Meridian. This includes a fall special issue on the contribution of BIOS scientists to 
the study of ocean acidification. 

 
Advisor for the BIOS sponsored International Partners Program (TIP) in late 2007 on 

ocean acidification (2007). 
 
4.6. Publications 
 
Birdsey, R., Bates, N.R., Behrenfield, M., Davis, K., Doney, S.C., Feely, R.A., Hansell, 

D.A., Heath, L.S., Kasischke, E., Law, B.E., Lee, C., McGuire, D., Raymond, P., and 
Tucker, C.J., 2009. Carbon cycle observations: Gaps threaten climate mitigation 
policies. EOS, Transactions, American Geophysical Union, 90 (34), 292-293, 25 
August 2009, Paper 2009ES002647. 

 
Borges, A.V., Alin, S.R., Chavez, F.P., Vlahos, P., Johnson, K.S., Holt, J.T. (lead authors), 

Balch, W.M., Bates, N., Brainard, R., Cai, W.-J., Chen, C.T.A., Currie, K., Dai, M., 
Degrandpre, M., Delille, B., Dickson, A., Feely R.A., Friederich, G.E., Hales, B., 
Hardman-Mountford, N., Hendee, J., Hernandez-Ayon, J.M., Hood, M., Huertas, E., 
Hydes, D., Ianson, D., Krasakopoulou, E., Litt, E., Luchetta, A., Mathis, J., McGillis, 
W.R., Murata A., Newton, J., Ólafsson, J., Omar A., Perez, F.F., Sabine, C., Salisbury, 
J.E., Salm, R., Sarma, V.V.S.S., Schneider, B., Sigler, M., Thomas, H., Turk, D., 
Vandemark, D., Wanninkhof, R., Ward, B., (contributing authors) in press. A global 
sea surface carbon observing system: inorganic and organic carbon dynamics in coastal 
oceans. Community White Paper, OceanObs09, http://www.oceanobs09.net/ 

 
The CLIMODE Group* 2009. (Marshall, J., Andersson, A., Bates, N., Dewar, W., Doney, 

S., Edson, J., Ferrari, R., Fratantoni, D., Gregg, M., Joyce, T., Kelly, K., Lozier, S., 
Lumpkin, R., Samuelson, R., Skyllingstad, E., Straneo, F., Talley, L., Toole, J., and 
Weller, R.). Observing the cycle of convection and restratification over the Gulf 
Stream system and the subtropical gyre of the North Atlantic Ocean: preliminary 
results from the CLIMODE field campaign. Bulletin of the American Meteorological 
Society, September, 2009, 1337-1350, doi:10.1175/2009BAMS2706.1.  
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Dickey, T.D., Bates, N. Byrne, R.H., Chang, G., Chavez, F.P., Feely, R.H., Hansen, A., 

Karl, D., Moore, C., Wanninkhof, R., and Sabine C.L., 2009. The NOPP O-SCOPE 
and MOSEAN Projects: Advanced sensing for ocean observing systems. 
Oceanography, 22 (2), 168-181, June 2009. 

 
Feely, R.A., Fabry, V., Dickson, A., Gattuso, J.-P., Bijma, J., Riebesell, U., Doney, S., 

Turley, C., Saino, T., Lee, K., Anthony, K., Kleypas, J. (lead authors), Johannessen, T., 
Bellerby, R., Luchetta, A., Trull, T., Tilbrook, B., Olafsson, J., Watanabe, S., O'Dowd, 
C., Ward, B., Bakker, D., Hall-Spencer, J., Hardman-Mountford, N., Blackford, J., 
Send, U., Langdon, C., Hönisch, B., Hernandez-Ayon, J.-M., Ianson, D., Kozyr, A.. 
Bates, N., Wanninkhof, R., Robbins, L., Hydes, D., Gledhill, D., Iglesias-Rodriguez, 
M.D., Lebrato, M., Balch, W.M., Newton, J., Hofmann, G., Brainard, R., Eakin, M., 
Salm, R., Hill, T., Sabine, C., Alin, S., Hales, B., Juranek, L., Hendee, J., Manzello, D., 
Musielewicz, S., Mathis, J., Sigler, M., Turk, D., Vandemark, D., Salisbury, J., Coble, 
P., Azetsu-Scott, K., Miller, L., Lohrenz, S., Thomas, H., and Cai, W.-J., (contributing 
authors), in press. An international observational network for ocean acidification. 
Community White Paper, OceanObs09, http://www.oceanobs09.net/ 

 
Reid, P.C., Fischer, A., Lewis-Brown, E., Meredith, M., Sparrow, M., Andersson, A.J., 

Antia, A., Bates, N.R., Bathmann, U., Beaugrand, G., Brix, H., Dye, S., Edwards, M., 
Furevik, T., Gangstø, R., Hátún, H., Hopcroft, R.R., Kendall, M., Kasten, S., Keeling, 
R., Corinne Le Quéré, C., Mackenzie, F.T., Malin, G., Mauritzen, C., Ólafsson, J., 
Paull, C., Rignot, E., Shimada, K., Vogt, M., Wallace, C., Wang, Z., and Washington 
R., 2009. Impacts of the oceans on climate change. Advances In Marine Biology, 56, 1-
150, doi: 10.1016/S0065-2881(09)56001-4. 

 
Schuster, U., Watson, A.J., Bates, N.R., Corbiere, A., Gonzalez-Davila, M., Metzl, N., 

Pierrot, D., and Santana-Casiano, M., 2009. Trends in North Atlantic sea-surface fCO2 
from 1990 to 2006. Deep-Sea Research II, 56, 620-629, 
doi:10.1016/j.dsr2.2008.12.011. 

 
Takahashi, T., Sutherland, S.C., Wanninkhof, R., Sweeney, C., Feely, R.A., Chipman, 

D.W., Hales, B., Friederich, G., Chavez, F., Watson, A., Bakker, D.C.E., Schuster, U., 
Metzl, N., Yoshikawa-Inoue, H., Ishii, M., Midorikawa, Nojiri, Y., Kortzinger, A., 
Steinhoff, T., Hoppema, M., Olafsson, J., Arnarson, T.S., Tilbrook, B., Johannessen, 
T., Olsen, A., Bellerby, R., Wong, C.S., Delille, B., Bates, N.R., and de Baar, H.J.W., 
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1. Abstract 
 
The PMEL built moored pCO2 systems (MAPCO2) collect CO2 data from surface seawater and 
marine boundary air every three hours for up to a year at a time before they need servicing. Daily 
summary files of the measurements are transmitted back to PMEL where the data are examined 
and plots of the results are posted to the web in near-real time. In FY2009, PMEL/ MBARI 
maintained eight sites initiated in previous years and added 3 new sites. With eleven moorings 
currently fitted with pCO2 systems (plus the Papa mooring currently funded by NSF), we are 
currently at 24% completion of the open ocean moored CO2 program goal. 

2. Project Summary 
 
Fossil fuel carbon sources and the growth of atmospheric carbon dioxide (CO2) are reasonably 
well known based on economic reconstructions and atmospheric monitoring. Global carbon 
budgets suggest that over decadal timescales the ocean is absorbing, on average, approximately 
one third of the CO2 released from human activity. However, the inter-annual variability in the 
ocean uptake and variability in the basic regional patterns of the air-sea CO2 fluxes are poorly 
known at this time.  

 
Ocean carbon measurements have shown significant biogeochemical variability over a wide 
range of timescales from sub-diurnal to decadal periods. In situ measurements are also providing 
a growing body of evidence that episodic phenomena are extremely important causes of 
variability in CO2 and related biogeochemical properties. Time-series records are essential for 



characterizing the natural variability and secular trends in the ocean carbon cycle and for 
determining the physical and biological mechanisms controlling the system. The biological and 
chemical responses to natural perturbations (e.g., El Niño/Southern Oscillation, dust deposition 
events) are particularly important with regard to evaluating potential responses to anthropogenic 
forcing and for evaluating the prognostic models used in future climate projections. Ship-based 
time-series measurements are impractical for routinely measuring variability over intervals from 
a week to a month, they cannot be made during storms or high-sea conditions, and they are too 
expensive for remote locations.  Instrumental advances over the past 15 years have led to 
autonomous moorings capable of sampling properties of chemical, biological, and physical 
interest with resolutions as good as a minute and duty cycles of a year or more. Although these 
new technologies are still underutilized, they have been identified as a critical component of the 
global ocean observing system for climate. 

 
The moored CO2 network is still in its infancy, but is slowly expanding into a global network of 
surface ocean and atmospheric CO2 observations that will make a substantial contribution to the 
production of seasonal CO2 flux maps for the global oceans. The long-term goal of this program 
is to populate the network of OCEAN Sustained Interdisciplinary Time-series Environment 
observation System (OceanSITES; http://www.oceansites.org/) so that CO2 fluxes will become a 
standard part of the global flux mooring network. This effort has been endorsed by the 
OceanSITES science team. The moored CO2 program directly addresses key element (7) Ocean 
Carbon Network, as outlined in the Program Plan, but also provides a value added component to 
elements (3) Tropical Moored Buoys and (6) Ocean Reference Stations. Additional information 
can be found at: http://www.pmel.noaa.gov/co2/moorings/.  

3.  Scientific Accomplishments 
 
The PMEL built moored pCO2 systems (MAPCO2) collect CO2 data from surface seawater and 
marine boundary air every three hours for up to a year at a time before they need servicing. Daily 
summary files of the measurements are transmitted back to PMEL where the data are examined 
and plots of the results are posted in near-real time. For the past several years MBARI has also 
operated moored pCO2 systems at two equatorial sites as part of this program. 

 
In FY2009, PMEL/MBARI maintained eight sites initiated in previous years. There were a total 
13 servicing visits to these sites in FY2009. Each servicing required the preparation of 
replacement systems so the MAPCO2 equipment could be swapped to maintain a continuous 
data stream. In some cases new pCO2 systems were needed to replace older less reliable systems 
or systems that were lost at sea during the year. PMEL also added 3 new sites in FY2009: 
110°W, 0; 165°E, 8°S; and in the California Current at 122°W, 33°N. 
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The long term goal of this program is to populate 50 OceanSITES flux reference moorings with 
pCO2 systems (Figure 1). With eleven moorings currently fitted with pCO2 systems (plus the 
Papa mooring currently funded by NSF), we are currently at 24% completion of the open ocean 
moored CO2 program goal. 

 
 

Figure 1. Map of the OceanSITES mererological moorings with stars indicating locations of moored 
pCO2 systems currently planned and deployed as part of this program. 

 

Here we summarize the deployment schedules and instrument performance over the last year. 
Systems are grouped into four categories. Seven systems are located in the equatorial Pacific on 
the TAO moorings operated by the National Data Buoy Center (NDBC). Two systems are on 
Woods Hole buoys operated by Bob Weller. One system is located in the California Current 
operated by Uwe Send of Scripps. One system is located off of Japan in a high-latitude buoy 
operated by Meghan Cronin (PMEL) as part of an OCO funded Ocean Climate Stations project. 

3.1. Instrument/Platform Operations in FY2009

 
Equatorial Pacific on TAO Moorings:  
110°W, 0° - A MAPCO2 system was deployed for the first time at this site on September 19, 

2009.  The system functioned well for the remainder of the fiscal year. 
125°W, 0° - This MAPCO2 system functioned well during FY2009.  A refreshed system was 

deployed on Nov 12th, 2008. The percent data return (only counting times when both 
seawater and atmospheric measurements were considered good) is as follows, FY09: 
100% and Lifetime: 64%  

140°W, 0° - This MAPCO2 system functioned well during FY2009. On December 29th, the buoy 
moved 10nm, but the MAPCO2 continued to collect good data throughout the year. The 
percent data return (only counting times when both seawater and atmospheric 
measurements were considered good) is as follows, FY09: 100% and Lifetime: 61%  

155°W, 0° - This MBARI-built system is currently collecting atmospheric values, but there is a 
problem with the equilibrator and the seawater data are not useable. Due to reduction of 
the NOAA ship Ka’imimoana’s sea days, this buoy will not be replaced until January 
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2010.  At that time, a PMEL built MAPCO2 system will be deployed at this site. The 
percent data return (only counting times when both seawater and atmospheric 
measurements were considered good) is as follows, FY08: 0% and Lifetime: 29%  

170°W, 2°N - This MBARI-built system was moved to this location from the historic 170°W, 
2°S in July 2007 when NDBC was not able to deploy the MBARI system at 170°W, 2°S. 
Currently the system is collecting atmospheric values, but there is a problem with the 
equilibrator and the seawater data are not useable. Due to reduction of the NOAA ship 
Ka’imimoana’s sea days, this buoy will not be replaced until February 2010.  At that 
time, the MBARI CO2 system will be recovered and CO2 will no longer be collected at 
this location.  Given that CO2 is already collected on the equator on this line of longitude, 
the replacement CO2 system will instead be deployed at 165°E, 0°.  The percent data 
return (only counting times when both seawater and atmospheric measurements were 
considered good) is as follows, FY09: 0% and Lifetime: 63%  

170°W, 0° - This MAPCO2 system was operational the entire year. On April 12th, the system ran 
out of standard gas.  The gas was replaced on June 1st.  Through post-processing, the data 
collected during the period without standard gas can be calculated with a high degree of 
certainty.  This system was fully operational the remainder of the year. The percent data 
return (only counting times when both seawater and atmospheric measurements were 
considered good) is as follows, FY09: 100% and Lifetime: 85%  

165°E, 8°S - A MAPCO2 system was deployed for the first time at this site on June 22ndand 
operated correctly through the rest of the year.  It was planned that a system would be 
deployed at 165°E and the equator, but due to a lack of ship days the buoy at the equator 
was not scheduled to be replaced in FY2009. Since there were suggestions that 2009 
might be an El Niño year we decided to begin collecting data in the western Pacific warm 
water pool region at 8°S until we could get something in the more ideal location at the 
equator. The equator buoy will be replaced in February and at that time a MAPCO2 

system will be deployed.   
 
WHOI Moorings  
WHOI Hawaii Ocean Time-series Station (WHOTS) (157°W, 22°N) –The CO2 system at this 

location was fully operational until November when it ran out of standard gas.  This 
winter, through post-processing, the data collected after the standard ran out, will be 
recalculated with a high degree of certainty. This site is co-located with a monthly 
shipboard time series, the Hawaii Ocean Time series program, which will allow us to 
confirm the buoy corrections for the periods with no standard gas. In February, the 
system suffered an electronics failure and stopped collecting CO2 data. The percent data 
return is as follows, FY09: 39% and Lifetime: 80%.  

Stratus (19.7°W, 85.5°N) – The MAPCO2 system was fully operation for the entire fiscal year at 
this location. In October, the buoy was scheduled to be replaced, but the cruise on the 
NOAA Ship Ron Brown was postponed until January due to maintenance issues. The 
percent data return is as follows, FY09: 100% and Lifetime: 100%.  

 
Scripps Moorings  
California Current #1 (CCE1) (122.5°W, 33.5°N) – This past year was the first deployment at 

this location. This system was deployed on an ATLAS type buoy and our CO2 system 
operated well until the mooring broke free in February. The buoy was redeployed in May 
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and the system is still collecting good data. Preliminary data returns from the new system 
suggest that it is operating well. 

 
Ocean Climate Stations Moorings  
Kuroshio Extension Observatory (144.5°E, 32.3°N) – This past year was the second successful 

deployment at this location after moving to the high latitude buoy (HLB) in September 
2007.  The MAPCO2 system deployed at the KEO site was operational for all of FY09. 
The system was replaced on September 5th.  On September 19th, Typhoon Choi-Wan 
passed 31 nm to the east of the Kuroshio Extension Observatory (KEO).  The MAPCO2 
system not only survived the typhoon, but it continued to collect and transmit data during 
the event.  The percent data return is as follows, FY09: 100% and Lifetime while 
deployed on a HLB: 96% 

 

Logistically, the MAPCO2 program continues to be economical in its operations. The pCO2 

systems are mounted in buoys that are deployed from a ship. Currently all of our deployments 
are in conjunction with another project that is covering the buoy deployment and maintenance 
costs and has already allocated ship time. The pCO2 systems are typically sent out on a cruise 
and are set up and deployed by a member of the scientific party as an ancillary task. This 
arrangement requires about 4 hours for setup and then approximately 10 additional man hours 
during the cruise. To keep expenses down we generally request that someone already involved in 
the cruise be trained to deploy the systems so we do not have to pay to send our people to sea for 
every deployment. This approach requires that the systems be very robust and easy to setup.  

3.2. Quality Assurance and System Improvements

 
During FY2009, upgrades were made to the MAPCO2 software giving more control via satellite 
to the personnel at PMEL. During every deployment, someone from the PMEL CO2 group 
stands by to remotely turn on the system after the buoy is deployed and to ensure that is running 
properly before the ship leaves the site. In addition to turning the system on and off, many 
parameters can be changed remotely to optimize data collection. One particularly notable 
upgrade to the MAPCO2 system was to have it collect and transmit data from several new 
auxiliary sensors including a SAMI – pH system and a SBE-16 (a temperature and conductivity 
sensor that can host up to 3 other sensors). These additional capabilities allow the user to gain a 
more complete understanding of the surface water carbon system.    

 
We are currently in the process of developing a water level sensor for the MAPCO2 equilibrator. 
This sensor will give us detailed information about where our equilibrator is floating in times of 
high seas and strong currents. On a rare occasion in the past, the equilibrator has been jammed 
above the waterline as a result of vandalism, fishing and biofouling. This will be a relatively 
inexpensive, but important diagnostic tool for remotely confirming to proper operation of the 
floating equilibrator, currently the most likely source of failure in the system.   

 
This past year, the Moored CO2 program made great strides in making the MAPCO2 technology 
more accessible to the public, more reliable and more accurate.  A good portion of the year was 
focused on transferring the MAPCO2 technology from PMEL to Battelle Memorial Institute.  In 
September, the transfer was complete and PMEL deployed the first Battelle built MAPCO2 
system on the equator. The transition was very efficient with the whole process only taking 18 
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months from start to finished product. This effort not only made the moored CO2 systems 
available for anyone to purchase, but also significantly reduced the time required for us to deploy 
new systems. Previously the MAPCO2 systems were built at PMEL and required significant time 
to assemble and confirm proper operation. Although on the surface the Battelle systems appear 
to cost more than producing them in-house, we are saving a great deal of engineering and 
technician time by not having to assemble the systems ourselves. 

 
Throughout the year, many inter-comparisons were run between the PMEL MAPCO2 systems, 
the underway pCO2 systems and the Battelle built systems both in the laboratory and in the field 
on various ships. The MAPCO2 system has consistently compared favorably with the shipboard 
systems over a wide range of conditions. In February 2009, PMEL participated in an 
international pCO2 inter-comparison in Hazaki, Japan, sponsored by JAMSTEC and the 
International Ocean Carbon Coordination Program. The MAPCO2 system did very well in the 
comparison test against 5 underway pCO2 systems and 4 moored systems, with reported values 
falling within 1ppm of the accepted value over the test range of 280 to 450 ppm. In August and 
October, PMEL also participated in the Alliance for Coastal Technologies (ACT) “Performance 
Demonstration of In Situ pCO2 Sensors” where our system was evaluated at two different field 
sites against 4 other moored pCO2 systems for deployment readiness and stability. The test is 
still being conducted but the results should be released early next year. Based on the full range of 
comparisons performed over the year we have determined that our laboratory based criteria for 
confirming the proper operation of a new system should be tightened from 5ppm to 3ppm. 

 
3.3. Data Processing 

Each of the 11 currently deployed MAPCO2 systems transmits a daily summary file of data to 
PMEL via Iridium satellite. The diagnostic information (battery condition, flow rates, etc.) is 
examined to ensure that the systems are still functioning properly. The raw CO2 measurements 
are converted to a common scale (CO2 mole fraction in dry air) and graphed on a website that is 
updated daily (http://www.pmel.noaa.gov/co2/moorings/). For example, figure 2 shows a plot of 
the last 30 days of data from one of the new sites for FY2009 off of the southern California 
coast. These data show that the region has transitioned from a CO2 source to a CO2 sink with the 
winter cooling of the surface seawater temperatures. The raw summary data are currently stored 
at PMEL and are available from Christopher Sabine upon request. The MBARI data are 
available from Francisco Chavez at MBARI.  
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Figure 2. Time series plot of surface water CO2 mole fraction (light blue), atmospheric CO2 mole 
fraction (dark blue), and sea surface temperature (green) for last 30 days (October/November 
2009) at CCE1 (California Current, 122.5°W, 33.5°N). 

 
Once the systems are recovered and returned to the laboratory, the full raw data set can be 
analyzed. We have developed a system for processing the moored pCO2 data utilizing semi-
automated quality control procedures. Based on the calibration information as well as other 
diagnostic measurements for each identified point relative to the surrounding points, the data 
point may be flagged as questionable or bad. Typically less than 1% of the data are flagged. To 
finalize a dataset, the seawater values are compared to any underway pCO2 data that are 
available and the atmospheric values are compared to Marine Boundary Layer (MBL) 
atmospheric CO2 concentrations provided by NOAA’s GLOBALVIEW-CO2 network. Based on 
these comparisons and various diagnostics, the entire data set (air and water values) may be 
adjusted to match these higher accuracy measurements. Typically these adjustments are less than 
a couple of parts per million. The data are then merged with sea-surface temperature and salinity 
data collected on the same buoy (typically by other groups). As all data become available, final 
calibrated values are archived at the Carbon Dioxide Information Analysis Center (CDIAC) and 
the National Oceanographic Data Center (NODC) on a yearly basis. We are on target to have all 
the data through March 2009 finalized and submitted to CDIAC for public release by February 
2010.  

 
At the moment our data processing is only semi-automated using Excel spreadsheets and VBA 
macros. This was manageable when we only had a few systems in the water, but as the network 
has grown data management has become a significant challenge. Therefore, we are investing in 
having a professional programmer at PMEL develop a data management system that will 
automatically receive and process the raw Iridium data, prepare the diagnostic information for 
easy evaluation, post updated data plots on the web, and help us to keep track of inventory and 
deployment schedules. The data management program is being modeled after the TAO data 
management system. We anticipate going “live” with the system in FY2010 and expect that this 
will significantly improve the efficiency of the moored CO2 program. 
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3.4. Analysis and Research Highlights

The moored CO2 network is providing a wealth of information about the time and space scales 
of variability in surface water pCO2 and air-sea fluxes that we are only just beginning to 
examine. For example, we have learned that the seasonal CO2 amplitude at the KEO site in the 
northwestern North Pacific is twice as large as the seasonal amplitude at WHOTS in the central 
North Pacific subtropical gyre. Not only are the magnitudes of the cycles different, but the 
timing of the maximums and minimums is also different. The carbon data management and 
synthesis teams are in the process of integrating the moored pCO2 data together with the 
underway pCO2 data from a related OCO project. Ultimately all of the surface CO2 data will 
feed into the seasonal CO2 flux map effort that is currently under development. 

 
We have also documented CO2 variations caused by a range of stochastic events such as 
anomalously low CO2 values caused by a cyanobacteria bloom off Hawaii. Anomalously high 
CO2 values have been observed in the Atlantic and Pacific following the passage of 
hurricanes/typhoons. In the summer of 2008 we were able to capture a very large phytoplankton 
bloom event (CO2 drop) caused by the addition of iron laden volcanic ash to the high nutrient-
low chlorophyll waters of the North Pacific from the Kasatochi volcano in the Aleutian Islands. 

 
An interesting story for FY2009 - FY2010 is the development of a significant El Niño in the 
Equatorial Pacific. Conventional wisdom is that the warm temperature anomalies of an El Niño 
are accompanied by a significant drop in the equatorial CO2 outgassing. Models suggest that as 
much as 70% of the inter-annual variability of the global ocean CO2 uptake could be related to El 
Niño variations. Since the beginning of 2009 sea surface temperatures have been increasing in 
the central Equatorial Pacific (Figure 2). Some of this increase is part of the natural seasonal 
cycle, but by October the temperature anomaly was over +2°C indicating the presence of a 
significant El Niño, yet there has been only a very slight drop in the surface water CO2 values at 
140°W (figure 2).  
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Figure 2. Time series plot of surface water CO2 mole fraction (light blue), atmospheric CO2 mole 
fraction (dark blue), and sea surface temperature (green) for FY2009 at 140°W and the equator. 
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It is unclear at this point why the CO2 is not following the typical pattern of decrease, but this is 
the first time that we have had CO2 moorings across the entire Equatorial Pacific during a 
significant El Niño event. CO2 values at our other equatorial sites are also still indicating normal 
CO2 levels. Figure 3 shows the data at one of the new sites deployed in FY2009 (110°W, 0°). 
The Eastern Equatorial Pacific shows strong variability on time scales of about two weeks 
associated with the passage of tropical instability waves, but there is no indication of a 
suppressed CO2 signal at this location. We will continue to monitor the CO2 levels as the El 
Niño continues to develop into early 2010. 
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Figure 3. Time series plot of surface water CO2 mole fraction (light blue), atmospheric CO2 mole 
fraction (dark blue), and sea surface temperature (green) for September and October 2009 at 110°W 
and the equator. 
 

4. Education and Outreach 
 
Dr. Sabine, the PI of this project, presented scientific research from the moored CO2 program to 
the public in several forums including local grade schools, open public lectures (both in the US 
and abroad), a public “webinar” (seminar broadcast as streaming video onto the web) for World 
Oceans Day and a laboratory tour for US Congressman Brian Baird. He gave numerous press 
interviews and was quoted in printed and online media, radio, and television. 

 
As part of this program we have completed a technology transfer of the PMEL moored pCO2 
system to private industry (Battelle Memorial Institute) so that the larger scientific community 
will have access to these moored systems. We have interacted with numerous laboratories around 
the US and internationally to explain how the MAPCO2 systems work and the infrastructure 
requirement needed to deploy them. As a result of this outreach as well as the consistently good 
performance of the system in inter-comparison studies, the MAPCO2 system is considered the 
“gold standard” for moored CO2 systems. 
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1. Abstract 
 
The overarching goal of this work is to continue and expand the critical network of observations 
aimed at monitoring and understanding changes in the thickness and mass balance of the Arctic 
sea ice cover. We want to explore what Arctic sea ice thickness changes are taking place and 
how these changes occur. Central to the project is a sea ice thickness observing system consisting 
of an array of drifting ice mass balance buoys (IMBs) and a sea floor mounted ice profiling sonar 
(IPS).   Since NOAA began its support of this project in 2003, a total of 41 IMBs have been 
deployed in the Arctic Ocean and the IPS site, located on the Chukchi Plateau, has been 
recovered and redeployed four times. Data collected from the IMBs and IPS are made widely 
available via the web site:  http://imb.crrel.usace.army.mil/. Analyses of these data have show 
that solar heating of the ocean plays a significant role in the bottom melting of the sea ice cover 
in regions of low ice concentration (e.g. near the ice edge). The IMB data are being used by the 
scientific community to develop instruments (e.g. satellite and airborne) that remotely observe 
changes in ice thickness. Data from the IMBs were also featured in the initiation of a K-12 
outreach effort, the Adopt-A-Buoy Program.  
 
2. Project Summary 
 
Goal: 
 
To continue and expand the critical network of observations aimed at monitoring and 
understanding changes in the thickness and mass balance of the Arctic sea ice cover to a) 
improve the fundamental understanding of the role of the sea ice cover in the global climate 

http://imb.crrel.usace.army.mil/�
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system and b) explore the sensitivity of the sea ice cover as an indicator and potential amplifier 
of climate change.  
 
Objective: 
 
To achieve these goals the primary activities of this ongoing program are to: (a) establish and 
maintain a large-scale sea ice mass balance observing system, (b) introduce new technology to 
extend observations into the seasonal ice zone, (c) provide near real time access to the data, (d) 
integrate the ice observations with atmosphere and ocean measurements, and (e) analyze the data 
to improve the understanding of changes in the mass balance of the Arctic sea ice cover.  
 
Approach: 
 
The sea ice thickness observing system consists of an array of drifting ice mass balance buoys 
(IMBs) and a sea floor mounted ice profiling sonar (IPS).   The IMB is an autonomous, ice-based 
system (Richter-Menge et al., 2006).  Data from the IMB provide a time series of snow 
accumulation and ablation, ice growth, ice surface and bottom melt, internal ice temperature 
fields, and temporally-averaged estimates of ocean heat flux. Taken together these data delineate 
whether there has been a change in the mass balance of the ice due to ice growth, surface melt, 
bottom ablation, or snow accumulation. The important capability of the IMB to gain insight on 
the driving forces behind the change cannot be duplicated by any other in situ or remote 
autonomous measurement system currently available. The IMB buoys are also equipped to 
measure position, sea level pressure (SLP), and surface air temperature (SAT).  Data on SLP and 
SAT are designed to be compatible with similar data collected from the more basic drifting 
buoys deployed under the International Arctic Buoy Program (IABP), and are input to the Global 
Telecommunication System. The IMBs are deployed in coordination with other programs.  This 
approach helps reduce the logistics costs and, more importantly, facilitates the co-location of 
complementary instrument packages designed to measure oceanic and atmospheric conditions.   
 
The Ice Profiling Sonar provides a direct measurement of the ice draft and, assuming isostatic 
equilibrium, an indirect estimate of total ice thickness (Melling et al, 2005; Melling and Riedel, 
1996).  Following the guidance from a state-of-the-art sea ice dynamics model (Lindsay and 
Zhang, 2006), the moored IPS site was established in August 2003 on the Chukchi Plateau at 
75°06.0’ N, 168° 00.0’ W.  This site has been designated CH01. Instruments presently on the 
mooring have sufficient battery and data storage capacity to operate for two years. In 2006, the 
single release (2-year rating) was replaced with a tandem release assembly with 3-4 year 
endurance. In 2008, three new instruments were added: an AURAL ambient sound recorder and 
temperature-salinity recorder at the depth of each sonar. The AURAL provides almost 
continuous recordings of sounds from marine mammals (e.g. bowhead, beluga, bearded seal, 
walrus), human activity (e.g. aircraft, shipping, distant seismic survey) and natural processes (ice 
fracture, ridge building, wind, waves, blowing snow). Support for the servicing of the CH01 
mooring site and analysis of the data are provided by The NOAA program Russian-American 
Long-term Census of the Arctic (RUSALCA). 
 
Data collected from the IMBs and IPS are made widely available via the web site:  
http://imb.crrel.usace.army.mil/. 

http://imb.crrel.usace.army.mil/�
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Understanding the ongoing changes in the Arctic sea ice cover requires a system approach, 
integrating ocean, ice, and atmosphere studies. This project is designed to be an integral part of 
the Arctic Observing Network (AON), acting in coordination with other ongoing efforts that 
have extensive oceanographic and atmospheric components.  These collaborating programs 
currently include the North Pole Environmental Observatory (NPEO), Developing Arctic 
Modelling and Observing Capabilities for Long-term Environmental Studies (DAMCOLES), the 
Beaufort Gyre Exploration Project (BGEP), and the Seasonal Ice Zone Network (SIZONET).  
 
3. Scientific Accomplishments 
 
NOAA began its support of the ice thickness observing system in 2003. Since then and in 
collaboration with other programs, a total of 41 IMBs have been deployed in the Arctic Ocean. 
During 2009 a particularly important partnership was initiated with Russian colleagues, with the 
deployment of an IMB at the Arctic and Antarctic Research Institute (ARRI) drifting station 
North Pole – 37. 
 
The IMBs provide a means to observe changes in the sea ice mass balance.  This involves 
measuring changes in the thickness of the sea ice cover and determining whether these changes 
occurred due to ice grow or melt at the top and bottom surfaces. A comparison of results across 
the network of IMBs provides important insight on regional variability (Perovich et al., in press). 
For instance, seven ice mass balance buoys were operating during the summer of 2008. One of 
the buoys was installed in 2006, another in 2007, and five in 2008.  These buoys were located 
primarily in the Western Arctic. Figure 1 shows the approximate summer position (white dot), 
the total amount of surface ablation (red bar), and the total bottom melt (yellow bar) for the 
summer of 2008. All of the buoys were installed in a similar ice type, in this case undeformed 
multiyear ice with end of winter ice thicknesses ranging from 1.83 m to 3.17 m. There was 
considerable regional variability in the amount of surface, bottom, and total melting. The 
smallest amount of melting was at a location north of Greenland, where 0.3 m of surface ablation 
and 0.1 m of bottom melt resulted in a total thinning of only 0.4 m. The maximum melting was 
in the Beaufort Sea, where 3.2-m-thick ice completely melted by 23 August 2008, with than 0.87 
m of surface ablation and 1.77 m of bottom melt measured before the buoy failed. The 
background map in Figure 1 displays ice concentration in September 2008.  
 
A casual examination of the results presented in Figure 1 shows a tendency towards greater 
bottom ablation in regions of lower ice concentration. The largest observed bottom melting was 
at the ice edge site in the Beaufort Sea, while the smallest was north of Greenland where the ice 
concentration was large throughout the summer. This result is consistent with work presented in 
Perovich et al. (2008), where IMB data was combined with model results and satellite 
observations to explain a dramatic increase in bottom melting in the Beaufort sector in 2007. 
During this period, bottom melting was more than four times the annual average value for the 
1990s. Perovich et al. determined that an increase in open water fraction triggered a 500% 
positive anomaly in solar heat to the upper ocean providing the primary source of heat for the 
observed bottom ablation.  This case exemplifies the ability of IMB results to attribute observed 
changes and to enhance our understanding of those changes.  
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The IMB data are being used by the remote sensing community for the development and 
evaluation of algorithms and to interpret satellite observations.  IMB ice temperature data have 
been used to evaluate and improve QuikSCAT retrievals of the onset of melt in spring and 
freezeup in fall (Nghiem et al., 2007).  IMB snow depth and ice thickness observations have 
been used to demonstrate that ICESat freeboard retrievals are within 10 cm of IMB surface-
based measurements (Kwok et al., 2007).  IMB results can continue to give baseline data to 
support the development of sensors and algorithms to remotely sense snow depth, ice thickness, 
and the onset of melt and freezeup.  The IMB results can also be used to understand remotely 
observed changes in ice thickness.  For example, semiannual airborne and satellite surveys of ice  

 

 
 

Figure 1. The total amount of surface (red) and bottom (yellow) melt during the 
summer of 2008 measured at seven ice mass balance buoys. The white dots denote 
an approximate position of the buoy during summer. The ice at buoy number 2, 
located in the Beaufort Sea near the ice edge, completely melted. Also displayed is a 
map of the ice concentration in September 2008 from the National Snow and Ice 
Data Center. The pink line represents the average September ice extent for 1979 – 
2000. 

 
 
thickness can measure seasonal and interannual changes in ice thickness.  Surface based IMB 
observations can attribute those changes to ice growth, surface melt, or bottom melt (e.g. Haas, 



 FY2009 Annual Report: Arctic Sea Ice Thickness Observations  Page 5 of 7 

2008; Giles et al., 2008). Toole et al. (in press) have also used data from IMBs located near Ice-
Tethered Profilers to investigate the influences of the ocean surface mixed layer and 
thermohaline stratification on ice growth and decay at the bottom of the ice cover. 
 
A prototype of a new Seasonal Ice Mass Balance (SIMB) was successfully fabricated and tested 
in the Arctic in spring 2009 (Figure 2). As currently designed, the IMB is limited to deployment 
in thick, multiyear ice. The recent dramatic shift to a younger, thinner ice cover has motivated us 
to develop a new buoy that can survive the more severe conditions. The SIMB is, like the IMB, 

 
 
 

Figure 2. Prototype of the newly designed and fabricated Seasonal Ice Mass 
Balance (SIMB) buoy deployed in the sea ice cover near Barrow, AK. 

 
an autonomous system instrumented to measure and attribute changes in the thickness of the sea 
ice cover. Unlike the IMB, which cannot float, the SIMB is based on a spar buoy type design and 
is capable of operating in thin ice or open water. The buoy’s single hull is designed to float 
upright with a strong righting moment, enabling it to operate without the support of a 
surrounding ice cover.  
 
The CH01 mooring site has been recovered and redeployed four times, in 2004, 2005, 2007, 
2008 and 2009.  Ice conditions prevented it’s recovery in 2006, however a second mooring was 
deployed in 2006 to avoid a lapse in the data set.  Seven site-years of data from CH01 are now in 
hand. The data from October 2003-2007 have been processed and are available to the community 
via NSIDC: http://nsidc.org/noaa/moored_uls/index.html.  Processing of the data from 2008 and 

http://nsidc.org/noaa/moored_uls/index.html�


 FY2009 Annual Report: Arctic Sea Ice Thickness Observations  Page 6 of 7 

2009 is presently underway. Data show that the CH01 site has been generally covered by first-
year ice with occasional multi-year ice incursion. A prolonged invasion of ice occurred in the fall 
of 2006, when CCGS Sir Wilfrid Laurier was unable to reach the site. The drift of ice over the 
site has been generally WNW in the winter and NW in the spring and summer. The only 
exception was in 2005-06, when the net drift was southward; a tendency more in keeping with 
historical records. Clearly the northward movement has been a significant contributor to the 
absence of multi-year sea ice in the northern Chukchi in recent years. While still a relatively 
short record, monthly mean draft data from CH01 suggests little change in the thickness of the 
seasonal ice over the period of observation. This result for seasonal ice, also observed at other 
mooring sites, is in stark contrast to the dramatic decline in the thickness of multi-year ice in the 
western Arctic. 
 
The web site http://imb.crrel.usace.army.mil/ has been developed to provide a near real time 
reporting capability for IMBs that are actively transmitting data.  These data are posted with a 
cautionary note indicating that they are provisional. Once an IMB stops transmitting, the data are 
thoroughly reviewed, archived, and posted on the web site. Data are also being distributed to the 
Global Telecommunications System, via the International Arctic Buoy Programme 
(http://iabp.apl.washington.edu/) and submitted to the Cooperative Arctic Data and Information 
Service (CADIS) archive (http://www.aoncadis.org/). The latter is consistent with the protocol of 
the Arctic Observing Network.  
 
4. Education and Outreach 
 
Data from the IMBs were featured during the initiation of an outreach effort supported primarily 
through the NSF AON program: the Adopt-A-Buoy Program. During the 2009-10 academic 
year, we worked with the 8th grade science classes at a local middle school, reaching about 200 
students. We led a series of 5 classes, held throughout the school year, and established an Arctic-
like observation site outside the school. Students gained firsthand experience in downloading and 
analyzing data collected from the site outside the school and comparing it to data from a buoy in 
the Arctic. This included air temperature, snow depth, and ground/ice temperature profiles. Most 
of the classes featured students making presentations that highlighted their insights on these data, 
including key differences between the data collected in Hanover, NH compared to the Arctic 
Ocean. The final class involved a visit to the CRREL laboratory. During the visit students got to 
sign 'their' ice mass balance buoy, which will be deployed in the fall 2010. We will continue to 
develop this outreach program in the 2010-2011 academic year, working with the 8th grade 
science teachers to create a module that can be incorporated into classroom across New 
Hampshire. 
 
5. Publications and Reports 
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1. Abstract 
 
The oceanic fluxes through the Bering Strait (the only ocean gateway between the Pacific and 
the Arctic Oceans) are major sources of heat, freshwater and nutrients for the Arctic Ocean, 
dominate the highly productive Chukchi Sea, and are an integrated measure of Bering Sea 
change.  Oceanic heat entering the Arctic through the Bering Strait has been identified as a 
trigger of the 2007 anomalous Arctic sea ice retreat, and freshwater fluxes are recognized to have 
impacts on the meridional overturning circulation of the Atlantic Ocean.  Quantifying and 
understanding Bering Strait oceanic fluxes is thus critical to local, Arctic, and climate studies.  A 
measurement program started in 1990 has been taking year-round observations of velocity, 
temperature, salinity, and some biological parameters from moorings installed at several sites in 
the strait, although in many years failure to get permission to work in Russian waters limited 
these measurements only to the US half of the strait.  In 2004, the NOAA-RUSALCA (Russian 
US Long-term Census of the Arctic) program established a joint US-Russian collaboration that 
now measures the entire strait with year-round moorings and annual hydrographic sections.  The 
mooring data time-series is the longest record of oceanic fluxes into the Arctic.  The now almost 
2-decade long data set allows us to assess seasonal and interannual change, including quantifying 
the anomalous 2007 heat flux and its impacts on the Arctic, and the high variability in freshwater 
fluxes.  Our work aims to understand the mechanisms driving variability in the strait and thus 
guide an optimal measurement system design for the strait.  Our results are published and widely 
cited in leading journals.  Bering Strait data are in demand for an astonishingly wide range of 
studies, from regional and global climate work, to ecosystem and fisheries studies and even 
global engineering projects.  Bering Strait mooring and hydrographic data are freely available via 
the internet http://psc.apl.washington.edu/BeringStraitl.html and the National Oceanographic 

http://psc.apl.washington.edu/BeringStraitl.html


Data Center.  The project provides topical input to university classes and public science-outreach 
events, including the Polar Science Weekend at Seattle’s top science museum.   
 
 
2. Project Summary 
 
The narrow (~ 85 km wide), shallow (~ 50 m deep) Bering Strait is the only ocean gateway 
between the Pacific and the Arctic Ocean.  The throughflow, although small in volume (~ 0.8 Sv 
northwards in the annual mean), has a startlingly strong impact on the Arctic system:  
  

 It provides ~ 1/5th of the oceanic heat input to the Arctic, is a driver of the seasonal melt-
back of ice in the Chukchi/western Arctic, and is a subsurface heat source for over half 
the Arctic Ocean [Woodgate et al., 2010b];   

 
 It is a highly variable source of freshwater, contributing 1/3rd of the freshwater input to 

the Arctic [Woodgate and Aagaard, 2005]; and   
 

 It carries the most nutrient-rich waters entering the Arctic Ocean, fueling Arctic 
ecosystems.   

 
Draining the Bering Sea Shelf to the south, the throughflow provides an integrated measure of 
Bering Sea change, dominates the hydrography of the highly productive Chukchi Sea, and 
(models suggest) influences the North Atlantic overturning circulation and possibly world 
climate.  
 
Recent measurements of the Bering Strait fluxes find strong seasonal and interannual variability, 
so far unpredictable – the heat flux increase from 2001 to 2004 is enough to melt an 800 km by 
800 km area of 1 m thick ice, and the internannual variability in freshwater is likely ~ 30% 
[Woodgate et al., 2006].  Moreover, in 2007, both annual mean transport and temperatures were 
at record-length highs. Heat fluxes increased from 2001 to a 2007 maximum, 5-6x1020J/yr. This 
is twice the 2001 heat flux, comparable to the annual shortwave radiative flux into the Chukchi 
Sea, and enough to melt 1/3rd of the 2007 seasonal Arctic sea-ice loss. This suggest the Bering 
Strait inflow influences sea-ice by providing a trigger for the onset of solar-driven melt, a 
conduit for oceanic heat into the Arctic, and (due to long transit times) a subsurface heat source 
within the Arctic in winter [Woodgate et al., 2010b].  
 
Yet, our understanding of what sets the properties and variability of the throughflow is still 
rudimentary, and our ability to measure these fluxes accurately is constrained by lack of data, 
both from the most nutrient-rich western half of the strait (which lies in Russian waters), and 
from the upper water column (due to potential ice-keel damage to instrumentation), where 
stratification and coastal boundary currents (especially the Alaskan Coastal Current in the eastern 
channel) contribute significantly to freshwater and heat fluxes.   
 
Given the significant role of Pacific waters in the Arctic, quantifying the Bering Strait 
throughflow and its properties is essential to understanding the present functioning of the Arctic 
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system, and the causes and prediction of present and future Arctic change.  This makes a Bering 
Strait measuring system a vital component of the Arctic Observing Network (AON).   
Moorings have been in place in the Bering Strait region almost continuously since 1990 
supported by a variety of funding sources.  Access to the Russian half of the strait ceased in the 
early 1990s.  However, in 2004, the NOAA RUSALCA (Russian US Long-term Census of the 
Arctic) program established a Russian-US joint scientific venture which has supported moorings 
and hydrographic measurements in the Russian side of the strait ever since.  Together with a 
National Science Foundation International Polar Year grant, RUSALCA has supported a high 
resolution (i.e., 8 mooring) array in the strait region since 2007.  The array includes upper and 
lower layer temperature, salinity and velocity measurements in both channels of the strait and at 
one “climate” site to the north, across-strait pressure measurements, and some bio-optic 
measurements (fluorescence, nitrate and turbidity).   
 

  
 
Figure 1: Bering Strait Maps: Left: The Bering Strait, with annual target hydrographic lines 
(green).  Middle: Detail of Bering Strait, with schematic flows, mooring locations (red and black 
dots) and CTD lines (green).  The main northward flow passes through both channels (dark blue 
arrows).  Topography diverts the western channel flow eastward near site A3.  The warm, fresh 
Alaskan Coastal Current (ACC) (pink dotted arrow) is present seasonally in the east.  The cold, 
fresh Siberian Coastal Current (SCC) (light blue dotted arrow) is present in some years 
seasonally in the west.  All these currents reverse on time scales of days to weeks.  Right: 
MODIS sea surface temperature image from 26th August 2004, with historic mooring locations 
(A1, A2, A3, A3’ and A4), occupied variously since 1990.  C.SK=Cape Serdtse Kamen.  
Pt.Hp=Point Hope.  D.Is.= Diomede Islands.  Black dotted line = EEZ (Exclusive Economic 
Zone). 
 
The current measurement program undertaken includes year-round moored measurements of 
water velocity and properties at several sites in the Bering Strait region, supported by satellite 
data and numerical weather prediction atmospheric forcing data, and hydrographic section data 
taken across the strait.  The aim is to quantify and understand oceanic fluxes of volume, 
freshwater, heat and nutrients through the strait on daily to interannual timescales, with the view 
to designing an optimum observing network for the strait.   
 
Mooring and hydrography data are freely available once calibration and quality control is 
complete (typically months after mooring recovery).  Since the region is seasonally ice-covered, 
the moorings have to be entirely subsurface, and thus real-time data transfer is not possible.  The 
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data are posted on our website http://psc.apl.washington.edu/BeringStrait.html and are submitted 
to the National Oceanographic Data Center (NODC) for permanent archiving.  Metadata are also 
submitted to the National Science Foundation’s CADIS (Cooperative Arctic Data and 
Information Service) site, and the AOOS (Alaskan Ocean Observing System) archives.  Links to 
the data are also held in various international programs, such as the International Polar Year.  
 
Quantification of the Bering Strait oceanic fluxes is vital to local, regional and global 
multidisciplinary observational, theoretical and modeling studies, and cited in over 100 recent 
publications.  Bering Strait data have been used in various research areas including non-physical 
oceanography and areas beyond oceanography, such as biological studies of sea-birds and 
mammals.  Voluntary registration at our data site shows the data is in demand for work ranging 
from climate modeling to King Crab fishing, including a wide variety of studies covering local, 
Arctic and global subjects (North Pacific, Gulf of Alaska, Bering Sea, Chukchi Sea, Arctic 
Ocean, Arctic Ocean outflows, North Atlantic), with topics including ocean circulation; 
multidisciplinary shelf-basin exchange; eddy processes; benthic-pelagic coupling; ocean 
sedimentation; hydrology; heat, freshwater and nitrogen budgets; biogeochemistry, including 
CDOM, POC, and PIC; modeling and observational studies of present-day, future and paleo 
conditions, including analysis of sediment cores; future climate predictions (including Arctic and 
Atlantic meridional overturning circulation investigations); present-day and paleo climate 
stability; recent studies of accelerated retreat of Arctic sea-ice; changes in the fate of Pacific 
water in the Arctic; and ecosystems and ecosystem change, including effects on algae, plankton, 
euphasiids, seabirds, grey and bowhead whales. 
  
The moorings also provide a potential logistics platform for other projects.  In the past the 
moorings have carried water sampling devices and various bio-optics systems.  We currently 
carry whale acoustic sensors and in the future will carry pH and pCO2 sensors on the moorings.   

 
 

3. Scientific Accomplishments 
 
We report preliminary results from the new mooring data (still under data quality 
control/calibration, as the cruise only just ended), and on recent results from the entire time-
series.   
 
Mooring deployments and recoveries and 2010 cruise activities 
 
Eight NOAA moorings were deployed on the RUSALCA 2009 mooring cruise on the Russian 
vessel Khromov [Woodgate, 2009], see Figures 1 and 2.  Three moorings were deployed across 
the western (Russian) channel of the strait.  Four moorings were deployed across the eastern 
(US) channel of the strait.  A final 8th mooring was deployed ~ 30 nm north of the strait at a 
“climate site” occupied since 1990 and hypothesized to be a useful average of the flow through 
the strait.  The 8 sites are a combination of 3 sites established in the 1990s, 3 sites established 
since 2001/2004 and 2 new sites established in 2007.  Together they give the highest resolution 
to date in the Bering Strait.   
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These moorings include 6 upward looking ADCP (Acoustic Doppler Current Profilers) to 
measure water velocity in ~ 2 m bins to the surface, bottom pressure sensors, and lower and 
upper-layer temperature salinity sensors, the latter in ice-resistant housings (ISCATs).  The 
moorings also carry optical sensors for nutrients (one site in each channel), and fluorescence and 
turbidity, these latter measurements now being made at 4 sites across the strait.  In collaboration 
with Kate Stafford and Carter Esch, two moorings also carry whale acoustic recorders.   
 
These eight moorings were successfully recovered on the RUSALCA 2010 mooring cruise in 
August also on the Khromov [Woodgate et al., 2010a].  (The 8 moorings were redeployed under 
NSF funding.)  High (~3km) resolution hydrographic sections were also taken across both 
channels of the Bering Strait, both in the Strait proper and through the mooring site A3.  In 
addition, a US-Russia section was run across the central Chukchi Sea with high resolution near 
the coasts.  Exceptionally good working conditions over the 10 days cruise allowed us to 
complete an extra 4 high resolution lines each approximately perpendicular to the Russian coast 
crossing the Siberian Coastal Current, the 4th being a rerun of the  Russian half of the Bering 
Strait line (see Figure 2).  This detailed high resolution survey of the Siberian Coastal Current is 
exceptional, since our estimation of the importance of this current is only rudimentary – there has 
been only one such campaign (to our knowledge) in the past.  Our new data will assist 
considerably in understanding the role of this current, especially in terms of freshwater flux. 
 
All stations were sampled for nutrients and (with the exception of the repeat of the Bering Strait 
line) chlorophyll.  The Bering Strait line was also sampled for dissolved inorganic carbon (for 
Nick Bates).  On many of the lines (all of the initial lines and some of the extra lines) water 
samples were also taken for dissolved organic nitrogen (for Terry Whitledge) and phytoplankton 
(for the Shirshov Institute).  One set of water samples were taken in the Siberian Coastal Current 
for analysis of O18 isotopes. Eighteen zooplankton net tows were taken on the various lines (for 
Russ Hopcroft).   
During the cruise, marine mammal and bird observations were made from the bridge (by Kate 
Stafford and Carter Esch), with the focus on whales.  Unusually, a small area of sea ice was 
found on the Russian coast just off Cape Serdtse Kamen, and this was supporting polar bears and 
walrus.  This appears to be the last remnants of a tongue of ice advected south with the Siberian 
Coastal Current (see Figure 3 satellite images from ~ 1 month before the cruise).  
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Figure 2: RUSALCA 2010 Cruise Map: Ship-track in blue, Mooring sites in black, CTD 
stations in red, and Zooplankton nets in green. Mauve dashed lines indicate area with working 
permission. Depth contours are every 10m from the International Bathymetric Chart of the 
Arctic Ocean [Jakobsson et al., 2000].   
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Figure 3: RUSALCA 2010 Satellite images 
 

 
8th July 2010 Ocean Color Image http://oceancolor.gsfc.nasa.gov/_ (found by Bill Crawford) 
 

 
24th July 2010  Sea Surface Temperature Aqua-satellite image (thanks to Mike Schmidt) from 
http://mather.sfos.uaf.edu/~mschmidt/ak_chukchi_sea_2010/A2010205230000_AQUA_LAC_sub
1_sst_map.png 
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Bering Strait heat flux as a trigger of the 2007 anomalous Arctic sea ice retreat 
 
Recent work [Woodgate et al., 2010b] suggests that the Bering Strait heat flux was anomalously 
high in 2007, and this acted as a trigger for the remarkable Arctic sea-ice retreat that year.  In 
2007, both annual mean transport and temperatures are at record-length highs. Heat fluxes 
increase from 2001 to a 2007 maximum, 5-6x1020J/yr. This is twice the 2001 Bering Strait heat 
flux, comparable to the annual shortwave radiative flux into the Chukchi Sea, and enough to melt 
1/3rd of the 2007 seasonal Arctic sea-ice loss.  These results suggest the Bering Strait inflow 
influences sea-ice by providing a trigger for the onset of solar-driven melt, a conduit for oceanic 
heat into the Arctic, and (due to long transit times) a subsurface heat source within the Arctic in 
winter. The substantial interannual variability reflects temperature and transport changes, the 
latter (especially recently) being significantly affected by variability (> 0.2Sv equivalent) in the 
Pacific-Arctic pressure-head driving the flow.   
 
This latter point is especially interesting for climate studies.  It was long assumed that the 
variability of the flow through the Bering Strait was driven predominantly by local winds.  
However, recent work is suggesting increasingly there is a variable far-field driving to the flow 
[Woodgate et al., 2005b; Woodgate et al., 2010b], which is presumably linked to larger scale 
climate change.   
 
Bering Strait interannual variability 
 
The now almost 2 decades of mooring data from the strait region allow us to study long-term 
variations in the fluxes [see e.g., Woodgate et al., 2006].  The time-series updated to include 
preliminary versions of the most recent data are given in Figure 4. 
 
Recent years show significant increases in velocity and transport since 2001.  We estimate the 
2001 transport at 0.6 Sv (1 Sv = 1,000,000 m3/s), whereas the 2009 transport is around 1 Sv.  
The terms of heat flux, the years 2004 and 2007 still remain the largest in the record, with 2007 
being the greater of the two.  Interestingly, annual mean temperatures have decreased in the 
central strait and in the Alaskan Coastal Current in the last 2 years (2008 and 2009).  Recently 
salinities have also decreased (in 2009), while still remaining higher than in the early 2000s.   
 
Future Work 
 
Our immediate goals are to quantify volume, heat and freshwater fluxes taking into account the 
contributions from stratification and the Alaskan and Siberian Coastal Currents.  The data shown 
below are only from near bottom measurements made in the strait, and thus underestimate both 
the magnitude and the variability of the total fluxes.  The upper level instruments deployed on 
the moorings and satellite data [e.g., as per Woodgate et al., 2010b] will allow us to quantify, or 
at least bound, the sizeable effects of stratification on the fluxes.   
 
Our next focus will be on the freshwater fluxes.  Even the bottom data show remarkably large 
interannual variability (from ~ 1400 km3/yr to ~ 2100 km3/yr), which appears to be larger than 
reported changes in river and atmospheric inputs to the Arctic [Serreze et al., 2006].  Bering 
Strait fluxes contribute ~ 1/3rd of the freshwater entering the Arctic Ocean, with impacts on 
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stratification (and thus heat flux to the surface).  Dramatic changes are being seen in the Arctic 
freshwater storage, and thus a rigorous quantification of variability in the freshwater inputs to the 
Arctic is urgently required for observational and modeling projects.  
 
We will also study the flow and water property structure of the strait, with a view to 
understanding the dominant driving mechanisms, calibrating our long-term measurements and 
designing an optimum observing system for the strait.   
 
 
 

 
 
 
 
Figure 4: Bering Strait Annual Means (A1-
yellow; A2-cyan; A3-blue; A4-red) of near-
bottom principal component (~ northward) of 
velocity (Vp), temperature (T) and salinity (S) 
(top three panels); and estimates of transport, 
heat flux and freshwater flux (panels 3-6). 
For transport and flux estimates, blue (from 
A3) are for the entire strait and cyan (from 
A2) are only for the eastern channel. For 
transport, gray line is the entire strait 
transport as estimated from A2 only. 
Corrections for stratification and the ACC 
(not included) are ~ 1 - 2x1020 J/yr (heat) and 
800 - 1000 km3/yr (freshwater). Dashed lines 
indicate estimated errors in the means. Grey 
dots in Vp indicate results from partial years 
(used for flux estimates). 
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Data Archiving and Availability 
 
Mooring and hydrography data are freely available once calibration and quality control is 
complete (typically months after mooring recovery).  Since the region is seasonally ice-covered, 
the moorings have to be entirely subsurface, and thus real-time data transfer is not possible.  The 
data are posted on our website http://psc.apl.washington.edu/BeringStrait.html and are submitted 
to the National Oceanographic Data Center (NODC) for permanent archiving.  Metadata are also 
submitted to the National Science Foundation’s CADIS (Cooperative Arctic Data and 
Information Service) site, and the AOOS (Alaskan Ocean Observing System) archives.  Links to 
the data are also held in various international programs, such as the International Polar Year.  
 
 
4. Education and Outreach 
 
Our website - http://psc.apl.washington.edu/BeringStrait.html – gives an overview of Bering 
Strait activities.  Our outreach activities on this project are many-fold: 
 

1) To the Science Community – our website includes data access, and links to journal 
publications.  We also present results at national and international conferences.  
Woodgate was an invited speaker at the International Polar Year meeting in Oslo in 2010, 
and at various meetings requesting information on the Bering Strait throughflow, 
including an invited talk at the European DAMOCLES (Developing Arctic Modeling and 
Observing Capabilities for Long-term Environmental Studies) meeting in 2009.  Results 
and data are in popular demand for other Arctic and international projects, including 
biological studies, model intercomparisons, the ASOF (Arctic SubArctic Ocean Fluxes) 
studies, ESSAS (Ecosystem Studies of Arctic and Sub-Arctic Seas),  freshwater and heat 
budgets studies, and the annual Arctic Report Card.  The work is part of the Arctic 
Observing Network, and contributes to International Polar Year projects Bering Strait, 
iAOOS (international Arctic Ocean Observing System), and C3O (Canada’s three 
oceans).    

 
2) Providing a science platform for other studies – in 2010, we collaborated with Kate 

Stafford to add Whale Acoustic listening sensors to the Bering Strait moorings.  In 2011 
we will work with Kelly Falkner to add pH and pCO2 sensors to the moorings.  As part 
of the interdisciplinary RUSALCA (Russian-US Long-term Census of the Arctic) 
program, in addition to sampling directly related to the goals of our project, we 
collaborate with biological and ocean acidification programs in the hydrographic program 
at sea, and these programs will also utilize mooring data results.  

 
3) Verification of Arctic Models – Woodgate is also involved in a model-data comparison 

study organized by AOMIP (Arctic Ocean Model Intercomparison Project) to assess how 
well models represent the Bering Strait oceanic fluxes, and provide data for various data 
assimilation studies.  

 
4) To students – results of this project are part of an interdisciplinary course “The Changing 

Arctic Ocean” taught by Woodgate and Deming at the University of Washington School 
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of Oceanography, and feature in other invited lectures given by Woodgate for UW 
oceanography and engineering courses (see list below).  

 
5) To the general public – the importance of the Pacific input to the Arctic is one message 

brought to the public via various outreach activities, including the Polar Science 
Weekend, held in spring each year at the Pacific Science Center, Seattle’s major science 
museum.  This 4-day event (with 2 days focused on school visits) typically draws over 
10,000 visitors over the weekend.  We exhibit a mooring, anchored to the museum floor, 
suspended from the museum ceiling, with real floatation, instruments, releases, and 
anchor.  We demonstrate (and with training allow the public to operate) the acoustics 
which release the mooring from the anchor, and allow us to recover subsurface 
instrumentation.  The forum provides excellent interactions with adults, children, teachers, 
and school classes on Arctic issues, oceanography, science in general, climate change, 
and the role and careers of women in these endeavors.   

 
Woodgate serves on ASOF science steering committee, the WCRP Arctic Climate Panel of the 
CliC (Climate and Cryosphere) program, and the advisory board for the University of 
Washington’s Program on Climate Change, and is a guest editor for a special Arctic edition of 
Oceanography.  
 
By providing input to student classes and field work opportunities, this project aids in the 
training and development of new oceanographers and technicians.  Students and new technicians 
(Chase Stoudt, Jonathan Whitefield and Brian Svabik) received at-sea training in hydrographic 
and mooring operations.  The latter is particularly important, since there is remarkably little new 
intake into the community of sea-going mooring technicians. 
 
Examples of outreach talks 
 
Woodgate, R.A., 2009, Research at the Frozen Poles, invited lecture as part of the Ocean 500 

graduate class, Oct 2009 
 
Woodgate, R.A., 2009, Moorings in ice-covered waters, all for the want of an isolator, invited 

lecture as part of the EE 500 graduate class on ocean technology, Oct 2009 
 
Woodgate, R.A, et al., 2009, What’s New in the Bering Strait?, invited presentation for the 

ASOF (Arctic Sub-Arctic Ocean Fluxes) steering committee meeting. Brussels, Nov 2009. 
 
Woodgate, R.A., 2009, Pacific Influences in the Western Arctic, invited presentation for the 

European DAMOCLES (Developing Arctic Modeling and Observational Capabilities for 
Long-term Environmental Studies) project, European IPY research, Brussels, Nov 2009. 

 
Bering Strait contribution to Proshutinsky et al., 2010, Arctic Report Card, BAMS State of the 

Climate Report. 
 
Woodgate, R.A., 2010,  Arctic Influences of Bering Strait heat, talk in UW Polar Lunch series.  
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Woodgate, R.A., 2010, Getting into the Arctic Ocean – talk to new graduate students. 
 
Woodgate, R.A., T.Weingartner and R.Lindsay, 2010, Changes  and Impacts of the Pacific 

Inflow to the Arctic: 1990 – present, invited talk at IPY Conference in Oslo, June 2010. 
 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Journal Publications 
 
Woodgate, R. A., and K. Aagaard (2005), Revising the Bering Strait freshwater flux into the 

Arctic Ocean, Geophys. Res. Lett., 32, L02602, doi:10.1029/2004GL021747. 
(September 2010 - Cited 61 times, Source: ISI Web of Knowledge) 

 
Woodgate, R. A., K. Aagaard, and T. J. Weingartner (2005a), Monthly temperature, salinity, and 

transport variability of the Bering Strait throughflow, Geophys. Res. Lett., 32, L04601, 
doi:10.1029/2004GL021880. 
(September 2010 - Cited 45 times, Source: ISI Web of Knowledge) 

 
Woodgate, R. A., K. Aagaard, and T. J. Weingartner (2005b), A year in the physical 

oceanography of the Chukchi Sea: Moored measurements from autumn 1990-1991, Deep-
Sea Res., Part II, 52, 3116-3149, 10.1016/j.dsr2.2005.10.016. 
(September 2010 - Cited 44 times, Source: ISI Web of Knowledge) 

 
Woodgate, R. A., K. Aagaard, and T. J. Weingartner (2006), Interannual Changes in the Bering 

Strait Fluxes of Volume, Heat and Freshwater between 1991 and 2004, Geophys. Res. Lett., 
33, L15609, doi:10.1029/2006GL026931. 
(September 2010 - Cited 31 times, Source: ISI Web of Knowledge) 

 
Aagaard, K., T. J. Weingarter, S. Danielson, R. A. Woodgate, G. C. Johnson, and T. Whitledge 

(2006), Some controls on flow and salinity in Bering Strait, Geophys. Res. Lett., 33, L19602, 
doi:10.1029/2006GL026612. 
(September 2010 - Cited 8 times, Source: ISI Web of Knowledge) 

 
Serreze, M. C., A. P. Barrett, A. G. Slater, R. A. Woodgate, K. Aagaard, R. B. Lammers, M. 

Steele, R. Moritz, M. Meredith, and C. M. Lee (2006), The large-scale freshwater cycle of 
the Arctic, J. Geophys. Res., 111, C11010, doi:10.1029/2005JC003424. 
(September 2010 - Cited 61 times, Source: ISI Web of Knowledge) 

 
White, D., et al. (2007), The Arctic Freshwater System: changes and impacts, J. Geophys. Res., 

112, G04S54, doi:10.1029/2006JG000353. 
(September 2010 - Cited 18 times, Source: ISI Web of Knowledge) 
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Woodgate, R. A., T. J. Weingartner, and R. W. Lindsay (2010b), The 2007 Bering Strait Oceanic 
Heat Flux and anomalous Arctic Sea-ice Retreat, Geophys. Res. Lett., 37, L01602, 
doi:10.1029/2009GL041621. 
(September 2010 - Cited 61 times, Source: ISI Web of Knowledge) 

 
Rawlings, M.A., et al, 2010, Analysis of the Arctic System for Freshwater Cycle Intensification: 

Observations and Expectations. accepted Journal of Climate.  
 
 
Recent Books or Other One-time Publications 
 
Woodgate, R. A. (2009), Bering Strait Mooring Cruise Report - RUSALCA 2009 Leg 1, 

Professor Khromov, 28 pp, University of Washington, available at 
http://psc.apl.washington.edu/BeringStrait.html. 

 
Woodgate, R. A., S. Hartz, M. Kong, E. Ershova, V. Sergeeva, and K. Stafford (2010a), Mooring 

Cruise report for RUSALCA Khromov cruise to the Bering Strait – July/August 2010, 
University of Washington,  Seattle, available at 
http://psc.apl.washington.edu/BeringStrait.html. 

 
Bering Strait contribution to Proshutinsky et al., 2010, Arctic Report Card, BAMS State of the 

Climate Report.  
   
 
Recent Conference Proceedings 
 
Rawlings et al, 2009, Analysis of the Arctic System for Freshwater Cycle Intensification: 

Observations and Expectations. Abstract for AGU 2009 
 
Woodgate, R.A, et al., 2009, What’s New in the Bering Strait?, invited presentation for the 

ASOF (Arctic Sub-Arctic Ocean Fluxes) steering committee meeting. Brussels, Nov 2009. 
 
Woodgate, R.A., 2009, Pacific Influences in the Western Arctic, invited presentation for the 

European DAMOCLES (Developing Arctic Modeling and Observational Capabilities for 
Long-term Environmental Studies) project, European IPY research, Brussels, Nov 2009. 

 
Clement et al, 2010, On the flow through Bering Strait and its potential impact on sea ice in the 

Chukchi Sea, invited talk Ocean Sciences 2010 
 
Woodgate, R.A., T.Weingartner and R.Lindsay, 2010, Changes  and Impacts of the Pacific 

Inflow to the Arctic: 1990 – present, invited talk at IPY Conference in Oslo, June 2010. 
 
 
Web/Internet Site URL(s): 
http://psc.apl.washington.edu/BeringStrait.html – overview of Bering Strait activities, including 
links to data access and cruise reports 
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5.2. Other Relevant Publications

Bering Strait data and results are in demand for a large variety of research areas, as is evident 
from the large number of citations of our papers.  It is impractical to include a list, but citation 
numbers for our main references as tracked by the ISI Web of Knowledge are given in the 
publication list above.   
 
Voluntary registration at our data site shows the data is in demand for work ranging from climate 
modeling to King Crab fishing, including a wide variety of studies covering local, Arctic and 
global subjects (North Pacific, Gulf of Alaska, Bering Sea, Chukchi Sea, Arctic Ocean, Arctic 
Ocean outflows, North Atlantic), with topics including ocean circulation; multidisciplinary shelf-
basin exchange; eddy processes; benthic-pelagic coupling; ocean sedimentation; hydrology; heat, 
freshwater and nitrogen budgets; biogeochemistry, including CDOM, POC, and PIC; modeling 
and observational studies of present-day, future and paleo conditions, including analysis of 
sediment cores; future climate predictions (including Arctic and Atlantic meridional overturning 
circulation investigations); present-day and paleo climate stability; recent studies of accelerated 
retreat of Arctic sea-ice; changes in the fate of Pacific water in the Arctic; and ecosystems and 
ecosystem change, including effects on algae, plankton, euphasiids, seabirds, grey and bowhead 
whales. 
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1. Abstract 
 
This project improves sea surface temperature (SST) analyses produced at NOAA's National 
Climatic Data Center. The analyses include a high resolution daily optimum interpolation 
analysis, which was designed to use multiple infrared and microwave satellite data sets as well as 
in situ (ship and buoy) data. In this analysis the most important role of the in situ data is to 
correct large-scale satellite biases. Simulations with different buoy densities show the need for at 
least two buoys on a 10° spatial grid to ensure that satellite biases do not exceed 0.5°C. A lower 
resolution historic Extended Reconstruction SST analysis is also available using only in situ data 
and begins in 1854. A merged surface temperature version beginning in 1880 uses both SST and 
land surface temperature data.  
 
2. Project Summary 
 
The purpose of this project is to focus on improvements to the climate-scale sea surface 
temperature (SST) analyses produced at NOAA's National Climatic Data Center. Most of the 
recent effort has been the development of a new daily optimum interpolation (OI) analysis, 
which was designed to use multiple satellite data sets as well as in situ (ship and buoy) data. The 
analyses are produced daily on a 1/4° spatial grid. There are two products. One product uses 
infrared satellite data from the Advanced Very High Resolution Radiometer (AVHRR). The 
second product uses AVHRR and microwave satellite data from the Advanced Microwave 
Scanning Radiometer (AMSR) on the NASA Earth Observing System. The AVHRR-only 
product now begins in September 1981 and the AMSR+AVHRR product begins in June 2002 
when the microwave satellite data became available. Both products include a large-scale 
adjustment of satellite biases with respect to the in situ data. Two products are needed because 
there is an increase in signal variance when microwave satellite data became available due to its 
near all-weather coverage. Information on the analyses is available at: 
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http://www.ncdc.noaa.gov/oa/climate/research/sst/oi-daily.php; the data can be downloaded from 
this site.   
 
Additional work has been carried out to improve the historic Extended Reconstruction SST 
(ERSST) analysis which begins in 1854. This analysis uses in situ data and is computed monthly 
on a 2° spatial grid. The reconstructions are produced from a low frequency (or decadal-scale 
component) and from a residual high-frequency component. The high frequency analysis was 
performed by fitting the observed high frequency anomalies to a set of large-scale spatial-
covariance modes. A merged surface temperature product uses both SSTs and land surface 
temperatures and is produced monthly on a 5° grid beginning in 1880. Both the SST-only and 
merged products are important in monitoring long-term changes in climate and are available at: 
http://www.ncdc.noaa.gov/oa/climate/research/sst/ersstv3.php and 
http://www.ncdc.noaa.gov/oa/climate/research/anomalies/index.html#means, respectively. 
 
One of the important goals of the Sustained Ocean Observing System for Climate is to improve 
the SST accuracy over the global ocean. Because of the dense spatial coverage of satellite data, 
in situ data tends to be overwhelmed by satellite data. Thus, the most important role of the in situ 
data in the analysis is to correct large-scale satellite biases. Simulations with different buoy 
densities showed the need for at least two buoys on a 10° spatial grid. This coverage ensures that 
satellite biases do not exceed 0.5°C. Using this criterion, regions were identified where 
additional buoys are needed, and a metric was designed to measure the adequacy of the present 
observing system. Improved bias correction methods now being developed which may reduce 
the needed sampling. 
 
Richard W. Reynolds serves on the Ocean Observation Panel of Climate (OOPC) and the Group 
for High Resolution Surface Temperature (GHRSST) Science Team. Members of both groups 
consist of well-known national and international scientists. All work presented here follows the 
Global Climate Observing System (GCOS) Ten Climate Monitoring Principles. Reynolds is a 
well respected and published scientist as noted at: 
http://www.in-cites.com/papers/RichardReynolds.html. The SST analyses are widely used for 
many purposes including hurricane and other weather forecasting, fisheries (through better 
location of isotherms and the fish that follow them) and for climate prediction and analysis.  
 
3. Scientific Accomplishments 
 
Four of the scientific accomplishments are linked to the deliverables from last year's work plan, 
which are: 
 
1. Daily OI version 2 analyses made operational at both NCDC and NCEP. 
  
All codes have been transferred from NCDC to NCEP. The codes and script to run them have 
been tested for the analysis steps at NCEP. However, the codes to do the preliminary data 
processing need to be modified at NCEP and this modification has not yet been completed. The 
NCDC Fortran analysis codes have been carefully documented. This includes information of the 
purpose of the each code with documentation on each subroutine as well as defining major 
variables and all input/output files. Documentation of the preliminary data processing and final 
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output codes and the scripts still needs to be completed. The actual transfer to operations will be 
partially funded under a separate Climate Change and Data Detection companion SST proposal. 
 
2. Paper prepared on the impact of TMI and AATSR on Daily optimum interpolation (OI) 
analysis version 2 analyses.   These instruments are the Tropical Rainfall Measuring Mission 
(TRMM) Microwave Imager (TMI) (which samples between 38°S and 38°N) and the global 
Advanced Along Track Scanning Radiometer (AATSR) series of instruments.  
 
This paper is complete and in press as: Reynolds, R.W., C. L. Gentemann and G. K. Corlett, 
2009: Evaluation of AATSR and TMI Satellite SST Data. J. Climate, (in press). The results of 
this study show that adding AATSR to two AVHRR instruments made little difference in the 
final product because the coverage of the AVHRR instruments was already adequate. 
Furthermore, the impact of TMI on the analysis is small because there is already microwave 
coverage using the AMSR instrument. Furthermore, the major impact of microwave satellite is 
primarily in cloudy regions poleward of the tropical coverage provided by TMI.  
 
3. Paper prepared on differences among daily SST analyses. 
  
This paper has been written and submitted to the Journal of Climate as: Reynolds, R. W., and D. 
B. Chelton, 2009: Comparisons of daily sea surface temperature analyses for 2007-08. J. 
Climate, (in review). A poster of the results was presented at the Ocean Observations '09 meeting 
in Venice, Italy in September 2009. The study shows that spatial resolution does not correlate 
with grid resolution of the analyses. Furthermore, one analysis tended to be noisy because the 
spatial resolution often went beyond what could be provided by the data.  Resolution 
requirements are complicated because the coverage from a microwave instruments is better than 
infrared in cloudy areas, while the infrared resolution in cloud-free regions is better than 
microwave. This complication suggests that a two stage analysis processing with low and high 
resolution may be successful.  
 
4. Seasonal maps showing where drifting buoy are adequate and where drifting buoys need to 
be deployed. Maps are produced within three days following the end of the season and sent to 
AOML and OCO. 
 
These products are produced operationally and distributed to both AMOL and OCO on time. In 
addition a summary paper was published and featured as cover page story (illustrated in Figure 
1): Zhang H. M., R. W. Reynolds, R. Lumpkin, R. Molinari, K. Arzayus, M. Johnson, and T. M. 
Smith, 2009: An Integrated Global Ocean Observing System for Sea Surface Temperature Using 
Satellites and In situ Data: Research-to-Operations. Bull. Amer. Meteor. Soc., 90, 1–38. 
 
In addition to these 4 items, an additional project was completed. In this effort a final Pathfinder 
data set was processed for the AVHRR instrument on NOAA-7. This processing extended the 
Pathfinder AVHRR dataset (Kilpatrick, 2001) from January 1985 to late August 1981. The 
original processing was delayed because of limited buoy data in this period. The buoy data are 
needed to tune the Pathfinder retrieval algorithm. In this effort, Reynolds provided bias corrected 
ship which was used to processes the Pathfinder data. The daily OI was then extended to 1 
September 1981 extended using the new NOAA-7 pathfinder data.   A draft paper describing this 
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work is being prepared: Kilpatrick, K.A. , R. H. Evans, R. W. Reynolds, G.P. Podesta, 2009:  
Impact of In Situ Buoy Distribution on Coefficient Estimation for the Pathfinder SST Algorithm: 
A Case Study of NOAA-7 and NOAA-14 AVHRRs using Buoy and Ship Matchups. 
 

 
 
Figure 1: Through one-NOAA approach, the Research-to-Operation transition was implemented for a 
global ocean climate observing system.  The system was designed for optimum use of the system 
components from satellites, ships and buoys. A Government Performance Results Act (GPRA) 
performance measure was also formulated, tracted, and reported to Congress and the White House 
through NOAA’s Planning, Programming, Budgeting and Execution System (PPBES). The transition 
process was featured as a covery story in the Januray issue of the Bull. Amer. Meteor. Soc.  
 
 
4. Education and Outreach 
 
The daily optimum interpolation analysis web site asked users to register. To date we have 124 
people registered including 91 who are not from the US. In addition users can also access the 
data via the GHRSST data server at the Jet Propulsion Laboratory: http://podaac.jpl.nasa.gov. 
We are happy to work with any users who need more information and help getting any SST 
datasets. 
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5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Donlon, C. and others, 2009: The GODAE high-resolution sea surface temperature pilot project. 
Oceanography, 22, 34-45.  

 
Goddard, L., D. G.  DeWitt, and R. W. Reynolds, 2009: Practical Implications of Uncertainty in 

Observed SSTs. Geophys. Res. Lett., 36, L09710, doi: 10.1029/2009GL037703.  
 
Peterson, T. C., and others, 2009: State of the Climate in 2008. Bull. Amer. Meteor. Soc., 90: S1-

S196.  
 
Reynolds, R. W., and D. B. Chelton, 2009: Comparisons of daily sea surface temperature 

analyses for 2007-08. J. Climate, (in review). 
 
Reynolds, R.W., C. L. Gentemann and G. K. Corlett, 2009: Evaluation of AATSR and TMI 

Satellite SST Data. J. Climate, (in press). 
 
Zhang H. M., R. W. Reynolds, R. Lumpkin, R. Molinari, K. Arzayus, M. Johnson, and T. M. 

Smith, 2009: An Integrated Global Ocean Observing System for Sea Surface Temperature 
Using Satellites and In situ Data: Research-to-Operations. Bull. Amer. Meteor. Soc., 90, 1–
38. 

 
 
 

5.2. Other Relevant Publications

The publications for SST products discussed above have been reference extensively. For 
example the paper describing the daily OI is: Reynolds, R. W., T. M. Smith, C. Liu, D. B. 
Chelton, K. S. Casey, and M. G. Schlax, 2007: Daily high-resolution blended analyses for sea 
surface temperature. J. Climate, 20, 5473-5496. To date this paper has been cited in 31 journal 
articles. Furthermore, the most recent paper on ERSST and the merged land surface temperatures 
is: Smith, T.M., R. W. Reynolds, T. C. Peterson, and J. Lawrimore, 2008: Improvements to 
NOAA’s historical merged land-ocean surface temperature analysis (1880-2006). J. Climate, 21, 
2283-2296. To date this paper has been cited in 29 journal articles. 
 
The Pathfinder AVHRR reference is: 
 
Kilpatrick, K. A., G. P. Podesta, and R. Evans, 2001: Overview of the NOAA/NASA advanced 

very high resolution radiometer Pathfinder algorithm for sea surface temperature and 
associated matchup database. J. Geophys. Res., 106, 9179-9198. 
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1. Abstract 
 
We perform analyses of Ocean Heat Content and salinity distributions and variability to assess 
the role of ocean warming and freshening in climate change.  These assessments include 
quantification of interannual global upper (0-750 m) ocean heat content changes and global 
ocean surface salinity variability for the annual State of the Climate Report.  We also attempt to 
quantify errors in estimates of upper ocean heat content, and to reduce those errors as feasible.  
We are also working from regional towards global assessments of decadal abyssal ocean 
warming.  These analyses are important for climate sensitivity, climate commitment, and sea 
level rise studies. 
 
2. Project Summary 
 
Understanding global climate variability requires knowledge of ocean temperature and salinity 
fields (or more precisely ocean heat and fresh water content).  Accurate estimates of changes in 
distribution of ocean heat and fresh water content combined with an analysis of how 
thermohaline (temperature-salinity) anomalies enter, circulate within, and leave the ocean is 
necessary to monitor and understand interannual to decadal changes in climate.  Such fields and 
analyses help to verify climate models and improve their predictive skill.  They also help to 
diagnose the components of sea level change (ocean temperature variations versus ocean mass 
variations) and radiative imbalance (net energy through the top of the atmosphere versus rate at 
which the oceans and rest of the earth warm). 
 
This project is developing, updating, and analyzing global analyses of ocean temperature and 
salinity using quality-controlled compilations of in situ temperature and salinity data from CTD-
equipped autonomous profiling floats (Argo), shipboard Conductivity-Temperature-Depth 
(CTD) instruments, eXpendable Bathy Thermographs (XBTs), moored buoys, and other sources.  
These data are used to estimate global ocean temperature and salinity fields, hence upper ocean 
heat and freshwater content variations, on annual time-scales.  Historically, in situ data 



distributions are relatively sparse, especially before the advent of Argo.  However, variations in 
upper ocean heat content are closely related to variations in sea-surface height, which has been 
very well measured since late 1992 by satellite altimeters.  By exploiting this close relationship, 
we are able to quantify sampling errors inherent in estimating a global average of upper ocean 
heat content from an incomplete data set. We can also exploit the relationship to improve maps 
of upper ocean heat content from in situ data by using the altimeter data with local correlation 
coefficients applied as a first guess at upper ocean heat content in poorly measured regions. We 
exploit recent Argo data to map salinity fields in recent years, helping to assess the roles of ocean 
salinity in diagnosing and forcing climate variability.  Furthermore, we analyze deep ocean 
temperature changes as data become available, and assess their contributions to global ocean heat 
content and sea level budgets. 
 
This project, a part of the NOAA Office of Climate Observations Ocean Observing System 
Team of Experts, by providing analyses of ocean data, helps NOAA to use and assess the 
effectiveness of the sustained ocean observing system for climate.  The work is primarily carried 
out at NOAA's Pacific Marine Environmental Laboratory by the PMEL and JIMAR investigator, 
but in very close consultation with the co-investigator at NASA's Jet Propulsion Laboratory. 
 
3. Scientific Accomplishments 
 
In FY2009 we updated maps (e.g. Fig. 1) of annual upper (0-750 m) ocean heat content primarily 
for the ice-free portions of the globe from 1993 through 2008 combining in-situ and satellite 
altimetry data (following Willis et al., 2004) to better resolve smaller (sub-gyre) scale spatial 
variability over shorter (year-to-year) time-scales.  We discuss the results in the 2008 State of the 
Climate Report (Johnson et al., 2009).  Prior to making these maps, we removed Argo float 
profile data with known potential serious pressure biases from our database, and applied the 
annual fall rate correction estimates for deep and shallow XBT probe data from Wijffels et al. 
(2008). 
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Figure 1.  Combined satellite altimeter and in situ ocean temperature data upper (0 – 750 m) 
ocean heat content anomaly OHCA (J m-2) map for 2008 analyzed following Willis et al. (2004), 
but relative to a 1993 – 2008 baseline.  Figure after Johnson et al. (2009). 
 
We also updated annual average maps of Sea-Surface Salinity (SSS) anomalies with respect to 
the World Ocean Atlas 2001 Climatology for the 2008 State of the Climate Report (Johnson and 
Lyman, 2009).  These maps (e.g. Fig. 2) are only robust for 2005 through 2009, when Argo 
provided near-global coverage of SSS data. 
 

 
 
Figure 2. Map of the 2008 annual surface salinity anomaly estimated from Argo data [colors in 
PSS-78] with respect to a climatological salinity field from WOA 2001 [gray contours at 0.5 
PSS-78 intervals].  White areas are either neutral with respect to salinity anomaly or are too data-
poor to map.  While salinity is often reported in practical salinity units, or PSU, it is actually a 
dimensionless quantity reported on the 1978 Practical Salinity Scale, or PSS-78.  Figure after 
Johnson and Lyman (2009). 

 
In FY2009 we published a study on the effects of sparse historical in situ ocean temperature 
sampling patterns on global integrals of upper ocean heat content changes (Lyman and Johnson, 
2008) as well as work on quantifying and documenting two sets of instrument errors, XBT fall 
rate errors and misreported Argo float pressures (Willis et al., 2009).  In addition we published 
work on constraining ocean heat content from sea level and geodetic changes (Dickey et al. 
2008), and observing systems for meridional overturning variability (Willis, 2009).  We also 
began work on a comparison of global annual upper ocean heat content curves from different 
international research groups to quantify errors and their magnitudes. 
 
We also published observational analyses of Antarctic Bottom Water warming and freshening in 
the Southeast Indian Ocean (Johnson et al., 2008a) and reduced Antarctic Bottom Water 
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signatures in the western North Atlantic (Johnson et al., 2008b), as well as continued warming in 
the deep Caribbean Sea (Johnson and Purkey, 2009).  We discussed these and other abyssal 
studies of abyssal warming and freshening at an invited talk at the scientific conference in 
Copenhagen this spring billed as a lead-in to COP-15 (Johnson, 2009), as well as in two sections 
of the 2008 State of the Climate report (Baringer et al., 2009; Johnson et al., 2009).  This work is 
germane to both this activity and the Global Repeat Hydrographic/CO2/Tracer Survey work. 
 
We also submitted an analysis of the effects of salt fingering (vigorous double-diffusive mixing) 
on interior ocean climate change signals that are used to diagnose variations in the atmospheric 
hydrological cycle (Johnson and Kearney, 2009).  These results suggest that such diagnoses 
might benefit from improved mixing physics.  In addition, we analyzed subsurface eddies off 
Chile containing anomalously warm and salty water that previously flowed poleward from the 
equator along the west coast of South America (Johnson and McTaggart, 2009).  These eddies 
modify the characteristics of the much colder and fresher subsurface water in the interior after 
they propagate westward and eventually mix their anomalous properties into their surrounding 
waters. 
 
The project web page is http://oceans.pmel.noaa.gov/. 
 
4. Education and Outreach 
 
G. Johnson is currently advising U. of Washington Oceanography graduate student S. Purkey.  
She is working on quantifying global abyssal temperature changes and their contributions to 
global heat and sea level budgets.  G. Johnson is also advising NRC postdoctoral fellow S. 
Schmidtko, working with him on ocean oxygen changes and observational analysis global 
southern ocean water mass formation and variability. 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Baringer, M. O., C. S. Meinen, G. C. Johnson, T. O. Kanzow, S. A. Cunningham, W. E. Johns, 
L. M. Beal, J. J.-M. Hirschi, D. Rayner, H. R. Longworth, H. L. Bryden, and J. Marotzke, 
2009: Global Oceans: The Meridional Overturning Circulation. In State of the Climate in 
2008, T. C. Peterson and M. O. Baringer, Eds., Bulletin of the American Meteorological 
Society, 90, 8, S59–S62, doi:10.1175/BAMS-90-8-StateoftheClimate. 

 
Dickey J. O., S. L. Marcus, J. K. Willis, 2008: Ocean cooling: Constraints from changes in 

Earth's dynamic oblateness (J 2) and altimetry. Geophys. Res. Lett., 35, L18608, 
doi:10.1029/2008GL035115. 

 
Johnson, G. C., 2009. Recent decadal warming and freshening of Antarctic-derived abyssal 

waters. The IARU Scientific Congress “Climate Change: Global Risks, Challenges and 
Decisions”, Copenhagen, Denmark, 10 – 12 Mar., invited, IOP Conf. Ser.: Earth Environ. 
Sci., 6, 032006, doi:10.1088/1755-1307/6/3/032006. 
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Johnson, G. C., and J. M. Lyman, 2009: Global Oceans: Sea Surface Salinity. In State of the 
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1. Abstract 
 
This project supports the preparation of seasonal estimates of ocean heat content (OHC) and will 
lead to production of seasonal estimate for thermal expansion, and salinity anomalies. Such 
estimates are critical to understand earth’s climate system  
 
 
2. Project Summary 
 
The purpose of this project is to support the development and production of seasonal estimates of 
ocean heat content (OHC), salinity, and steric sea level every three months and make these 
estimates available online. 
 
With prior NOAA funding the P.I. and his colleagues have pioneered in producing estimates of 
OHC for the post 1955 period. Numerous other groups are now studying OHC variability which 
is a key indicator of global warming since approximately 80% of the warming of earth’s climate 
system that has occurred in the past 50 years has occurred in the world ocean (Levitus et al., 
2001). The world ocean dominates earth’s heat budget.  
 
Our previous estimates of OHC were produced for yearly time periods. With the acquisition of 
additional historical data to our archive and the advent of the Argo profiling float program we 
have begun producing seasonal (3-month) estimates of OHC and will extend our analysis to 
include similar estimates of the thermosteric component of sea level change. Thermal expansion 
(contraction) due to ocean warming (cooling) is an important term in the sea level budget of the 
world ocean and our papers on this subject have also stimulated a great deal of interest. We will 
also produce salinity anomalies for the Argo period (post-1994) on a seasonal basis. Our goal is 
to eventually extend our analyses to produce monthly analyses. These are not minor tasks 



because both random and systematic errors with the data frequently arise. Resolving these 
quality control problems is a labor-intensive process. 
 
The societal impact of our work is substantial. We have shown that it is the world ocean that 
dominates earth’s heat budget. It is the amount of heat stored in the world ocean that will 
determine the response of earths’ global average surface temperature to increasing carbon 
dioxide in earth’s atmosphere.  
 
The utility of our work is demonstrated by Table 1 which shows citations of our published 
papers. The Fourth IPCC Assessment has used our work on ocean heat content, salinity 
variability, and thermal expansion.  
 
Table 1.  Citation counts of papers relevant to this proposal. 
 

 Paper # of Citations as 
of 01/21/10 

1 Levitus, S., J. I. Antonov, T. P. Boyer, C. Stephens, 2000: Warming of the 
World Ocean. Science, 287, 2225-2229. 

436 

2 Levitus, S., J. Antonov, J. Wang, T. L. Delworth, K. W. Dixon, A. J. Broccoli, 
2001: Anthropogenic warming of Earth's climate system. Science, 292, 267-
270. 

207 

3 Levitus, S., J. I. Antonov, T. P. Boyer, 2005: Warming of the World Ocean, 
1955-2003. Geophys. Res. Lett., L02604, doi:10.1029/2004GL021592. 

253 

4 Antonov, J. I., S. Levitus, T. P. Boyer, 2002: Steric sea level variations during 
1957-1994: Importance of salinity. J. Geophys. Res.-Oceans, 8013, 
doi:10.1029/2001JC000964. 

57 

5 Boyer, T.P., J. I. Antonov, S. Levitus, R. Locarnini, 2005: Linear trends of 
salinity for the world ocean, 1955-1998. Geophys. Res. Lett., 32, L01604, 
doi:1029/2004GL021791. 

53 

6 Antonov, J. I., S. Levitus, T. P. Boyer, 2005: Thermosteric sea level rise,  
1955-2003. Geophys. Res. Lett., 32, L12602, doi:10.1029/2005GL023112. 

41 

 
Figure 1 shows our latest ocean heat content results which are online at www.nodc.noaa.gov. 
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Fig. 1. Time series of seasonal and yearly Ocean heat content estimates through the end of 2009. 
 
 
3. Scientific Accomplishments 
 
This year we published (online) updated estimates of ocean heat content through 2009 for yearly 
and seasonal averaging periods.  
 
(Levitus, S., J. I. Antonov, T. P. Boyer, H.E. Garcia, R.A. Locarnini, and A.V. Mishonov, H. E. 
Garcia, 2009: Global Ocean Heat Content 1955-2008 in light of recently revealed 
instrumentation problems. Geophys. Res. Lett., 36, L07608, doi:10.1029/2008GL037155).  
 
As a result of our work it is well-recognized that the world ocean plays a dominant role in earth’s 
heat balance. The storage of heat in the ocean will be one of the main factors determining the 
response of earth’s surface temperature (climate sensitivity). After a period of very a strong 
warming during 1993-2003 the ocean heat content in the 0-700 m layer has remained 
approximately constant. We will be updating our estimates through deeper depths to see if sub-
700 m depths exhibit changing ocean heat content. 
 
We now update the WOD every 3 months with newly acquired data and corrections to existing 
data. 
 
A lack of funding prevents from acquiring even more additional historical and modern ocean 
profile and plankton data. We are aware of more data than we have time to process. 
 
 
4. Education and Outreach 
 
The P.I. and his colleagues are very active internationally in outreach efforts to acquire the 
oceanographic data needed by the ocean and climate research communities to study the role of 
the ocean as part of earth’s climate system. In particular the P.I. is leader of the “Global 

 FY2009 Annual Report:  Ocean Heat and Freshwater Content Variability Estimates  Page 3 of 4 



 FY2009 Annual Report:  Ocean Heat and Freshwater Content Variability Estimates  Page 4 of 4 

Oceanographic Data Archaeology and Rescue” and “World Ocean Database” projects for the 
Intergovernmental Oceanographic Commission. 
 
The Ocean Climate Laboratory (OCL) responds to questions and c requests for information from 
the U.S. and international user community. OCL has hosted several undergraduate students as 
summer interns from the NOAA Educational Partnership Program (EPP) and Ernest F. Hollings 
(Hollings) scholarship program. These students typically get hands on experience using the 
NODC World Ocean Database and Atlas projects to examine various aspects of the earth’s 
climate system. OCL is expecting a new summer intern student in summer 2010 as part of the 
Hollings program.  OCL also hosts temporary visits by US and international scientists to work 
with NODC staff on various aspects of database development. In addition, OCL initiated and 
hosts the “OneNOAA Science Discussion Seminar Series”. The OneNOAA Science Seminar 
Series is a joint effort by several seminar partners to pool seminars of common interest to help 
share science and management information and to promote constructive dialogue between 
scientists, educators, and resource managers.   
 
 
5. Publications and Reports 
 
5.1. Publications by Principal Investigators 
 
Boyer, T. P., J. I. Antonov, O. K. Baranova, H. E. Garcia, D. R. Johnson, R. A. Locarnini, A. V. 

Mishonov, D. Seidov, I. V. Smolyar, M. M. Zweng, 2009: World Ocean Database 2009, 
Chapter 1: Introduction, NOAA Atlas NESDIS 66, Ed. S. Levitus, U.S. Gov. Printing Office, 
Wash., D.C. , 216 pp., DVD. 

 
Levitus, S., Antonov, J. Wang, T. L. Delworth, K. W. Dixon, and A. J. Broccoli, 2001: 

Anthropogenic warming of earth's climate system. Science, 292, 267-270. 
 
Levitus, S.  et al (2009), Global ocean heat content 1955-2008 in light of recently revealed 

instrumentation problems. Geophys. Res. Lett. 36, L07608,  DOI: 10.1029/2008GL037155. 
 

5.2. Other Relevant Publications 
 
Peterson, T. C et al., 2009: State of the Climate in 2008. Bull. Amer. Meteorol. Society, 90, S13. 
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1. Abstract 
 
The main objective of this project is to provide quarterly reports that evaluate the accuracy of estimates 
of the global upper ocean heat storage and its time derivative. Profiles from XBT, CTD and profiling 
floats, and data from profiling floats are used to estimate the heat storage in various layers. The derived 
fields are used to generate quarterly reports for the heat storage of the mixed layer. The data are also 
correlated to sea height anomalies from satellite altimetry. This approach allows the determination of 
potential biases between different instruments, and it can ultimately improve the estimates of the global 
heat storage in the world ocean. 

 
2. Project Summary 
 
The main objective of this project is to provide quarterly reports that evaluate the accuracy of estimates 
of the global upper ocean heat storage and its time derivative. This product will show (a) locations 
where upper ocean temperatures were collected in each quarter, (b) how well the observations satisfy 
the GOOS/GCOS temperature requirements, (c) the locations where future observations are needed to 
improve the observing system, and (d) how successfully the system reduces the potential bias error.  
This product will display the performance in terms of these goals since January 1997 and will be used 
to detect anomalies of the heat storage.  The evaluation will incorporate profiles of temperature and 
salinity from XBTs, CTDs and Argo floats. In addition these estimates will be compared with heat 
storage estimates from altimetry. The heat storage estimates from altimetry will also be used to extend 
the heat storage fields into regions where the coverage with in-situ data is poor. An example of a 
quarterly product is given in Figure 1. 
 
Profiles from XBT, CTD and profiling floats, and data from profiling floats are part of the Global 
Ocean Observing system. The increasing number of profiles makes an improved estimation of the 
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upper ocean heat storage possible. This parameter is critical for the understanding of the climate system 
and it has been shown to have a significant impact on the weather over adjacent landmasses and on the 
strength and frequency of tropical cyclones. Therefore, improving the accuracy of estimates of the 
upper ocean heat storage and budget is key for climate research. 
 
In this work we estimate the heat storage of the upper ocean on a quarterly basis on a regular grid, both 
for the mixed layer and for layers of constant depths. To accomplish this, upper ocean temperatures 
from various sources and instruments (WOD 2001, GTSPP, Argo, XBTs, including high-density lines; 
thermistor chains; profiling floats; CTDs) are being combined. 
 
All profiles undergo a series of quality control tests to ensure that only profiles of good quality are used 
in the analysis. For Argo floats these tests are described in a document available on the Internet 
(http://www.ifremer.fr/coriolis/cdc/argo_rfc.htm - link to ``Argo Real-time Quality Control Tests 
Procedures''). Similar tests are applied to all non-float profiles. Additionally, quality control tests are 
performed to detect profiles that deviate significantly (by 10 standard deviations or more) from the 
NCEP reanalysis and the World Ocean Atlas 2001 or from other profiles collected in the same region 
and time period. Preparatory work was performed in the Atlantic to ensure that XBT and float profiles 
can be combined without introduction of artificial climate signals. 
 
The error (potential bias) of the heat storage from in situ observations is derived as based on the 
statistics and data distribution. The methodology accounts for the error introduced into the estimates by 
non-uniform spatial and temporal sampling. Firstly, the statistical degrees of freedom of the non-
independent observations (e.g. TAO moorings) are homogenized to that of the ARGO array. Weighting 
factors are computed with the resulting independent observations to quantify their bias with respect to 
an ideal uniform sampling. The sample standard deviation of the heat storage is computed. Both 
quantities are derived for a global 5o by 1.5o grid. The error of heat storage is computed by weighting 
the sample standard deviation with the bias factors accounting for non-uniform temporal and spatial 
sampling. 
 
The currently available upper ocean data set covers the period 1968 to present. The data will be 
analyzed on a year-by-year basis. For the purpose of this proposal, the quarterly heat storage is being 
derived for 1992 to present. Once the system is operational an extension into earlier years will also be 
attempted.  
 
Additionally, comparisons between altimetry- and hydrographic-derived estimates of upper ocean heat 
storage are conducted. They allow us to investigate the extent in depth of the sea height signal in 
different regions of all ocean basins. The local changes in upper ocean heat storage are estimated from 
altimetry-derived sea height anomaly fields, using regressions based on historical in-situ observations. 
For example, similar estimates of altimetry-derived heat storage are currently used to identify long 
periodic climate signals, such as the variability of the warm pool in the western Pacific Ocean 
associated with El Nino. 
 
Of key interest are the dynamical effects that have been shown to be dominant over steric effects in 
some regions, where a very weak sea surface signal is observed as a compensation of these two 
components.  Altimetry observations will also allow us to complete our estimates in regions where 
hydrographic data are not available or severely under-sampled in space and time. 
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The data compiled for this project are used by the South Atlantic Argo Regional Center for quality 
control purposes. They are also used for research purposes, for example in a study of the spreading of 
the Antarctic Intermediate Water in the Atlantic Ocean as well as in a study of the variability of the 
salinity in the tropical Atlantic. We make the data available upon demand. 
 

 
3. Scientific Accomplishments 
 
We continued creating the Quarterly Status Report for the heat storage of the mixed layer from in situ 
observations on a quarterly basis (example in Fig. 1). We developed a method to derive the error of this 
heat storage and extended the time series back to 1992. This product will be used as guidance for the 
future collection of hydrographic data. It will also achieve the objective required by OCO to identify 
the locations where anomalies occurred. We created a quarterly report of the heat storage in the upper 
750 m using satellite altimetry in conjunction with in situ observations (example in Fig. 2). The 
methodology is described below. The quality of the heat storage estimates from satellite altimetry is 
quite good in mid and low latitudes. The method can not be used in high latitudes, partly because the 
coverage with satellite and in situ data is insufficient. Eventually, the estimates based on satellite 
altimetry may help to optimize the in-situ observation system by increasing the number of collected 
profiles in regions where the satellite-derived estimates are less reliable. The trend in the top right panel 
of Figure 2 is due to increases in the satellite-derived sea surface height anomaly. This trend could be, 
for example, due to ocean warming, haline effects or changes in the geoid. 
 
A web site that reports on various key variables describing the state of the ocean (AOML/SOTO) is 
available. This site gives an outline of the methodology, links to OCOs web site, and links to a web site 
that shows monthly estimates of the heat storage rate of the mixed layer in the tropical Atlantic together 
with the mixed layer properties.  Please refer to this site: www.aoml.noaa/gov/phod/soto/ 
 

http://www.aoml.noaa/gov/phod/soto/


Figure 1: Most recent estimate of Quarterly System Status Report for heat storage of the mixed layer, 
covering the time period April through June 2009. 
 
The correlation coefficient between the sea height anomaly and the oceanic heat storage derived from 
the hydrographic profiles is computed for different layers (an example is given in Fig. 2). The layers 
are: mixed layer (the mixed layer depth is defined as the depth where the vertical temperature gradient 
is larger than 0.05ºC/m) and from the surface to selected depths (50m to 1000m, with 50m intervals). In 
areas where the correlation between sea height anomaly and the oceanic heat storage is good, the 
altimeter-derived sea height anomalies can be used as a proxy to estimate the upper ocean heat storage. 
Our results indicate that global correlation coefficients are low (0.5) for the mixed layer and 50m, but 
that they exceed 0.6 for layer depths of 100m or more. 

 
Figure 2: Correlations coefficients between the sea height anomaly and the observed upper ocean heat 
storage for the upper 750m. 
 
The variability of the sea surface height (SSH) field observed by satellite altimetry results from density 
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(thermal and haline) and mass changes in the ocean. In low and mid latitudes and on seasonal to 
interannual time scales most of the variability is dominated by the thermal component. Therefore, the 
altimetry-derived estimates of heat content derived obtained using this statistical method/model allow 
to estimate the seasonal to interannual variability of this parameter with reduced uncertainity due to the 
higher temporal and spatial resolution of the satellite observations. However, on high latitudes and on 
longer time scales changes in haline and mass influence the SSH field respectively, limiting the ability 
of the methodology/model to reduce the uncertainity in the estimation of heat content. This limiation 
becomes more acute when estimating heatc content trends, which reflect ocea heat uptake, and are 
critical to monitor ocean warming and evaluate climate model projections. 
 

 
Figure 3: Trend of heat storage for the upper 750m (bottom). 
 
The trend of the heat storage for each layer is derived from the heat storage fields for the 15-year long 
record (an example is given in Fig. 3). In some regions, these trends are related to shifts of currents 
(e.g. Kuroshio, Gulf Stream). In other regions the changes may be due to heat storage or haline effects. 
 
It has to be cautioned, that the magnitudeof the heat storage derived from these observations may be 
biased due to the fall rate problems of XBTs. Figure 5 shows estimates of the depth dependent biases 
between Argo floats and XBTs.  

 
Figure 4: Scatterplot of the differences between the pseudoclimatological isotherm depth estimates as a 
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function of depth for the global ocean. The depth axis corresponds to the pseudoclimatological 
isotherm depth derived from Argo. Positive hXBT – hArgo differences indicate that the XBT estimates 
result in deeper isotherms for the period 2000–07. Red dots correspond to 1s significant biases, while 
gray dots are not significant with the same confidence level. The dash–dotted lines indicate the 2% 
error bounds specified by the manufacturer. The solid dashed line corresponds to the least squares fit, 
allowing for an offset at the surface, while the solid line is adjusted with no offset at the surface (from 
DiNezio and Goni, 2009, see list of publications below). 
 
 
Research Highlights. 
 

a. Produce status reports of the heat storage of the mixed layer from in situ observations (Fig. 1). 
b. Improved identification of regions where altimetric sea height anomalies are correlated to in-

situ observations of heat storage (Fig. 2). 
c. Quantified differences between isotherm depths from XBT and Argo profiles based on 

altimetry. 
d. Improved quantification of the error of the altimetry-derived heat storage.  
e. Contributed to the state of the climate report (see list of publication below). 

 
4. Education and Outreach 
 
The data collected for this project are used to derive monthly maps depicting the mixed layer properties 
in the starting in 1997. Currently these maps are updated once or twice a year. They are available to the 
public at http://www.aoml.noaa.gov/phod/sardac/products/hs/introduction.php. 

 
5. Publications and Reports 
 

 
 
 

5.1. Publications by Principal Investigators

Roemmich, D., G. C. Johnson, S. Riser, R. Davis, J. Gilson, W. B. Owens, S. Garzoli, C. Schmid, and 
M. Ignaszewski (2009): The Argo Program: Observing the Global Oceans with Profiling Floats. 
NOPP Special Issue of Oceanography, 22(2), 34-43. 

 
Johnson, Gregory C. , J. M. Lyman, J. K. Willis, S. Levitus, T. Boyer, J. Antonov, C. Schmid, and G. J. 

Goni (2009): Ocean Heat Content. [in: State of the Climate in 2008, Global Oceans, Peterson, T. C., 
and M. O. Baringer, Eds.], Bull. Amer. Meteor. Soc., 90, S49-S52. 

 
DiNezio, P., and G. Goni (2009): Identifying and estimating biases between XBT and Argo 

observations using satellite altimetry. J.  Atmos. Ocean Technol., Early Online Release, 
doi=10.1175/2009JTECHO711.1 

 
Schmid, C., R. L. Molinari, R. Sabina, Y.-H. Daneshzadeh, X. Xia, E. Forteza, and H. Yang (2007): The 

Real-Time Data Management System for Argo Profiling Float Observations. J. Atmos. Ocean. 
Technol., 24(9), 1608-1628, doi=10.1175/JTECH2070.1 

 
Schmid, C. (2005): The impact of combining temperature profiles from different instruments on an 
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analysis of mixed layer properties.  J.  Atmos. Ocean Technol., 22(10), 1571-1587, 
doi=10.1175/JTECH1785.1. 

 
 

 
 
 

5.2. Other Relevant Publications 

 Roemmich D. (2009): Argo the challenge of continuing 10 years of progress. Oceanography, 22(3), 
46-55 

 
Johnson, K. S., W. M. Berelson, E. S. Boss, Z. Chase, H. Claustre, S. R. Emerson, N. Gruber, A. 

Koertzinger, M. J. Perry, and S. C. Riser (2009): Observing biogeochemical cycles at global scales 
with profiling floats and gliders prospects for a global array. Oceanography, 22(3), 216-225  

 
Pershing, A. J., N. R. Record, B. C. Monger, D. E. Pendleton, and L. A. Woodard (2009): Model-based 

estimates of Calanus finmarchicus abundance in the Gulf of Maine. Marine Ecology-Progress 
Series, 378, 227-243 

  
Chang, Y.-S., A. J. Rosati, S. Zhang, and M. J. Harrison (2009): Objective analysis of monthly 

temperature and salinity for the world ocean in the 21st century: Comparison with World Ocean 
Atlas and application to assimilation validation. J. Geophys. Res., 114, C02014 

 
Brasnett, B (2008): The impact of satellite retrievals in a global sea-surface-temperature analysis. 

Quart. J. Roy. Meteor. Soc., 134 (636A), 1745-1760 
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1. Abstract 
 
The A tlantic O cean H eat T ransport, i s estimated a nd m onitored t o di agnose a nd und erstand 
ocean circulation v ariability, i dentify changes i n the Meridional ove rturning circulation and to 
monitor for indications of possible abrupt climate change. The Atlantic Ocean is the major ocean 
basin i nvolved i n l arge-scale nor thward t ransports of  heat t ypically as sociated with the 
meridional overturning circulation (MOC) where warm upper layer water flows northwards, and 
is c ompensated f or b y s outhward f lowing N orth A tlantic D eep W ater.  T his l arge-scale 
circulation i s r esponsible f or t he nor thward heat f lux through t he e ntire A tlantic O cean. This 
project i s a  contribution to the S tate of  the Ocean CPO annual report. Quarterly reports of  the 
Meridional heat transport in the Atlantic Ocean are estimated and posted on the web.  
 
 
2. Project Summary 
 
Goal: To contribute to the assessment of the state of the ocean by providing quarterly reports on 
the meridional heat transport in the Atlantic Ocean.  This heat transport is directly related to the 
role t hat t his basin pl ays i n t he meridional overturning c irculation (MOC) and i s an important 
benchmark for integrated air-sea fluxes and numerical model performance. Models indicate that 
the variability on the MOC has important consequences for the global climate. 
 
Project Output: “State of the ocean” quarterly estimates of meridional oceanic heat transport in 
the c enter of  t he s ubtropical gyres i n t he N orth a nd S outh A tlantic.  T his pr oject f unds t he 
development of a methodology to estimate heat transport variability using data collected along 
two high density Expendable Bathythermograph (XBT) lines operated by AOML, satellite data 
(altimeter a nd scatterometer), wind products from the  N ational C enter f or E nvironmental 
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Prediction ( NCEP) r eanalysis a nd pr oducts f rom g eneral c irculation m odels. Q uarterly r eports 
are posted on the AOML web site. 
 
General Overview: The A tlantic O cean i s t he m ajor oc ean ba sin i nvolved i n l arge-scale 
northward t ransports of  he at t ypically associated w ith t he m eridional o verturning c irculation 
(MOC) where warm upper layer water flows northwards, and is compensated for by southward 
flowing North Atlantic Deep Water.  This large-scale circulation is responsible for the northward 
heat flux through the entire Atlantic Ocean.  Historical estimates of the net northward heat flux 
in the vicinity of its maximum, which occurs in the North Atlantic roughly at the latitude of the 
center of the subtropical gyre, range from 0.9 PW1

 

 to 1.6 PW, while estimate in the 30°S to 35°S 
band are even more uncertain, r anging f rom negative to more than 1 P W. While much of  this 
variability m ay be  a consequence o f t he di fferent m ethods us ed to estimate t he heat t ransport, 
natural variability cannot be ruled out.  The importance of this heat transport to the world climate 
together with the possibility of monitoring its variability motivates this project.  

AOML collects XBT data on t wo l ines spanning the subtropical oceans:  in the North Atlantic 
since 1995 (quarterly repeats) along AX7 running between Spain and Miami, Florida and in the 
South A tlantic s ince 2002 ( twice pe r year unt il 2004 a nd qua rterly t hereafter) a long A X18 
between Cape Town, South Africa and Buenos Aires, Argentina. These data capture the uppe r 
limb of the MOC transport.  In the North Atlantic much of the northward transport is confined to 
a s trong b oundary c urrent t hrough t he F lorida Straits, w here X BT da ta c an a lso be  us efully 
augmented with other data from the NOAA/OCO funded Florida Current transport program. 
transport across the section is zero using a single velocity correction for each section.  Typically, 
values of this correction ranged from 10-4 to 10-6 m s-1.   
 
 
3. Scientific Accomplishments 
 
Heat t ransports ha ve al ready be en successfully computed using X BT da ta ( Roemmich et al , 
2001), however the methodology for estimating the transport can be improved.  In particular, as 
density is  essential f or t he f lux e stimates, results depend on how w ell s alinity profiles c an be 
estimated to complement the  X BT da ta a nd on how w ell the  profiles can be  e xtended t o t he 
bottom of the ocean.  Improving these estimates to achieve more accurate fluxes is an essential 
part of this project, as is a careful quantitative assessment of the accuracy of the resulting fluxes.  
 
Methodology:  Northward mass, volume, and heat transport through a vertical plane  

 
can be estimated directly from observations.  The northward velocity v can be treated as a sum of 
three t erms: ( i) a  geostrophic c ontribution ( thermal w ind e quation) relative t o a  pr escribed 
reference l evel, ( ii) an ageostrophic pa rt m odeled a s E kman f low, and ( iii) a  ba rotropic p art 
define as the velocity at the reference level.  Density ρ can be obtained from XBT data if salinity 
                                                 
1 PW is PetaWatt or 1015 Watts, a unit of power commonly used for ocean heat transports. 
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is accurately estimated and data are extrapolated to the ocean bottom. 
 
Estimates of  m ass a nd he at t ransport ha ve b een obt ained f rom temperature pr ofiles col lected 
along A X07 a nd A X18 hi gh-density l ines us ing S ippican T -7 X BT pr obes, w hich t ypically 
provide data to 800 m or deeper. Salinity was estimated for each profile by linearly interpolating 
the c losest of  L evitus’ c limatological m ean s alinity a nd t emperature pr ofiles t o t he X BT 
temperature a nd the  c limatological p rofiles w ere us ed to extend the d ata to the bot tom. In 
computing geostrophic velocities, a reference level, based on previous work in the literature and 
on w hat i s know n a bout t he c irculation, w as prescribed j ust be low t he nor thward f lowing 
Antarctic Intermediate Water (σ0=27.6 kg m-3 in the North Atlantic and σ0=27.4 kg m-3 in the 
South Atlantic).  Within strong flows such as the Florida Current or the Malvinas Current where 
no level of “no motion” can be found, the transport must be specified (e.g. by the mean value of 
the F lorida C urrent, etc.).  The v elocity at t he reference l evel i s adj usted so that t he ne t m ass 
transport across the section is zero using a single velocity correction for each section.  Typically, 
values of this correction ranged from 10-4 to 10-6 m s-1.   
 
Products Delivered:  Quarterly reports were designed that show the estimated heat transport for 
each high density XBT section along the AX7 and AX18 lines (Figure 1 and 2) and are posted 
quarterly on  A OML’s s tate o f t he oc ean w eb site at 
http://www.aoml.noaa.gov/phod/soto/mht/index.php.  E ach f igure s hows: t he pos ition of  t he 
most recent XBT transect (red) and the position of the all the transects completed to date (blue) 
(Top left panel); the temperature section corresponding to the last section (top right panel); the 
time series of the obtained values for the different components of the heat transport (bottom left) 
and the annual cycle of the heat transport components (bottom right). 
 
Values of heat transport are given in PW (1 PW = 1015W).  One PW is equivalent to the amount 
of electricity produced by one million of the largest nuclear power plants in existence today (the 
largest nuclear plants produce about 1 gigaWatt of electrical power). 

 
 

 
Figure 1: Report f or the 

July-August-September 
quarter of  2000 f or N orth 
Atlantic M eridional H eat 
transport al ong t he A X7 
high de nsity X BT l ine.  
Transport r esults bas ed on 
June 20 09 X BT s ection 
(positions shown in top left, 
temperature s ection shown 
in t op r ight).  H eat 
transport e stimates were 
decomposed i nto t he 
geostrophic ( interior) and 
Ekman c omponents and  
their total (lower left).  
 
 

http://www.aoml.noaa.gov/phod/soto/mht/index.php�
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Figure 2:  Report for the July-August-September quarter of  2009 f or South Atlantic Meridional Heat transport 
along the AX18 high density XBT line.  Transport results based on July 2009 AX18 XBT section (positions shown in 
top left, temperature section shown in top right).  H eat transports were estimated using a s hallow (green squares) 
and deep (red diamonds) r eference level (lower l eft).  Total he at transports demonstrate no significant s easonal 
signal because the seasonal signal in the Ekman layer is directly out of  phase with the geostrophic signal (lower 
right).   
 
 
Scientific Findings:  

South Atlantic:   

The original AX18 High density XBT line, was done from Cape Town to Buenos Aires, using 
the E vergreen C ontainer s hips. A fter t he c ruise c onducted i n M arch/April 2007, E vergreen 
decided to eliminate that transect. 
After several attempts to reinstall the line, the observations were resumed in October 2007, using 
first CMA CGM, then Hamburg Sud ships, and different ports.  The line is from Santos to Cape 
Town or  C ape Town to Rio.  A rrival and d eparture f rom Brazil was necessary for t he de eper 
draft requirements. (See Figure 2, top left panel) 
 
Data collected along AX18 is used to estimate the oceanic heat transport across nominally 35°S. 
The m ethodology used, a s w ell a s the  e rror o f the  e stimates w ere pub lish by Baringer a nd 
Garzoli (2007) and applied to the South Atlantic by Garzoli and Baringer (2007). A summary of 
the methodology is described in the previous pages. 
 
In o rder t o compare t he e stimated obt ained f rom the di fferent t ransects, t he nor thward h eat 
transports e stimated f rom t he A X18 l ine a fter M arch 2007 ne ed t o be  a djusted t o m ake t he 
estimates e quivalently t o t he he at t ransports a cross 35°S  ( the pr evious A X18 l ocation).  A n 
estimate of the heat balance in the triangle area was obtained as the difference between the heat 
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gained f rom t he atmosphere and t he oc ean h eat s torage r ate. T he f irst t erm i s obt ained f rom 
NCEP air-sea heat fluxes, the heat storage rate was estimated using monthly temperature/salinity 
climatologies from the World Ocean Atlas 2005. Results are shown graphically in Figure 3. The 
normalize A X18 values are t herefore obt ained by adding t o the ne w estimates t he di fference 
between the heat gain from the atmosphere and the ocean heat storage rate (Figure 3, green line). 

 
Figure 3: Heat balance in the triangle formed by the two different AX18 transects. 

 
 Results of the 20 realizations are given in Table I and Figure 4. 
 

Month Year 
Ekman Flux 

(1015W) 
Geostrophic Heat 
Transport (1015W) 

Total Heat 
Transport (1015W) 

Normalized to 
35oS 

Jul 2002 0.14 0.26 0.39 0.39 
Nov 2002 0.18 0.39 0.57 0.57 
May 2003 0.17 0.3 0.47 0.47 
Nov 2003 0.05 0.41 0.46 0.46 
Mar 2004 0.15 0.6 0.75 0.75 
Jul 2004 0.16 0.27 0.43 0.43 
Sep 2004 0.16 0.51 0.68 0.68 
Dec 2004 0.06 0.77 0.82 0.82 
Feb 2005 -0.04 0.47 0.43 0.43 
May 2005 0.11 0.52 0.62 0.62 
Aug 2005 0.22 0.27 0.49 0.49 
Nov 2005 0.10 0.48 0.58 0.58 
Feb 2006 -0.04 0.62 0.57 0.57 
May 2006 0.06 0.37 0.43 0.43 
Jul 2006 0.37 0.29 0.67 0.67 
Oct 2006 0.01 0.27 0.28 0.28 
Mar 2007 0.11 0.56 0.66 0.66 
Oct 2007 -0.06 0.33 0.27 0.20 
Nov 2007 -0.12 0.41 0.28 0.33 
Mar 2008 -0.14 0.62 0.48 0.60 
Feb 2009 -0.23 0.56 0.33 0.47 
Jul 2009 -0.03 0.44 0.41 0.30 

MEAN 0.06 0.45 0.50 0.51 
STD DEV 0.14 0.15 0.15 0.16 

 
Table 1:  Results of heat transport from line AX18 using reference levels σ2 = 37.09 kg/m3. 
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Figure 4: Meridional Heat transport across nominally 35°S. Units are PW. 
 
North Atlantic: 
 
The heat transport was found to vary on inter-annual time scales from 0.8 ± 0.2 PW at in 2003 to 
1.2 ± 0.2 P W in 1996 and the present with instantaneous estimates ranging from 0.6 t o 1.6 P W 
(Figure 6 a nd F igure 1 ).  H eat t ransport due  to E kman l ayer f low computed f rom a nnual 
Hellerman winds w as relatively s mall ( only 0. 1 PW).  T his va riability is e ntirely dr iven by 
changes in the interior density field; the barotropic Florida Current transport was kept fixed (32 
Sv2

 

).  A t low frequencies, North Atlantic heat transport variations were found to correlate with 
the Atlantic Multidecadal Oscillation (AMO) as shown in Figure 6.   

 
Figure 6:  Time series of total heat 
transport in the center of the 
subtropical gyre in the North 
Atlantic Ocean along the XBT 
lined designated AX7.  In the North 
Atlantic, there has been an 
oscillation in heat transport over 
the past 12 years (solid blue).  The 
apparent trend through 2005 has 
ended with increasing northward 
heat transport in following years.  
Heat transport appears to be 
loosely inversely related to the 
Atlantic Multidecadal Oscillation 
(AMO) Index (red dashed). 
 
 
 
 
 
                                                 
2 Sv is a Sverdrup or 106 m3/s, a unit commonly used for ocean volume transports. 
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Analysis of wind products 
 
The he at t ransport i s c omposed of  t wo t erms, t he g eostrophic component a nd t he E kman 
component, t he l ast one  e stimated f rom w ind pr oducts. A s r eported i n the P lan f or F Y08, a  
comprehensive study of the wind products (climatology, reanalysis and satellite) was started to 
determine which is the most appropriate for each region and to estimate the errors incurred due 
to the use of different products.  U p to date, the following was accomplished: The Ekman flux 
and t he r esulting t otal he at t ransport w ere obt ained f rom t hree di fferent w ind pr oducts 
Hellerman, NCEP and ECMWF.  
 
In t he N orth A tlantic, Ekman he at f lux ( as op posed t o t emperature t ransport i n t he s urface 
Ekman l ayer) i s c omputed a s t he di fference be tween t he E kman t emperature t ransport i n t he 
surface mixed layer (defined us ing XBT observations for each month) and the mass-balancing 
transport of  t he ve rtically averaged ocean temperatures ( defined as t he a real ave raged T f rom 
each XBT section).  R esults a re shown in Figure 7. T he Ekman f luxes differ b y less that 0.03 
PW, hence the Hellerman Ekman fluxes were used. 
 
 
 
Figure 7: a) The Ekman 
flux is determined from 
the Hellerman annual 
mean climatology, the 
ECMWF monthly values 
and the NCEP monthly 
values. The Ekman fluxes 
differ by less that 0.03 
PW. b) Differences 
between the Ekman fluxes 
above. The ECMWF 
fluxes are typically lower 
that the Hellerman or 
NCEP fluxes. c) The total 
heat transport using the 
three different Ekman flux 
estimates. 
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In the South Atlantic, the Ekman heat flux is computed as above:  namely the total Ekman heat 
flux is defined as the difference between the Ekman temperature transport (in the Ekman layer) 
and the section average Temperature times the Ekman mass flux (so that the Ekman transport is 
mass-balanced).  However several different areal Temperature averages were compared (defined 
as ‘cases’ below).  Results are shown in Figure 8. The different average of total heat transport is 
less t han 0.06 P W, how ever t here are i nteresting va riations ove r t ime l inked t o m esoscale 
variability in the region, Brazil Current meandering etc that the NCEP winds were used for the 
heat transport estimates. 

 
 
 
 

Figure 8: a) T he E kman f lux i s 
determined f rom w ind stress v alues. 
The E kman fluxes di ffer by  l ess t hat 
0.06 P W. b ) D ifferences be tween t he 
Ekman f luxes abo ve. T he c ase 132  
fluxes ar e t ypically l ower t han ot her 
cases c) total heat transport using the 
five di fferent E kman flux e stimates. 
‘Cases’ are defined in Table II. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Case Wind Product Average Temperature from 

case 132 NCEP monthly Levitus temperature field. 
case 112 NCEP monthly climatology XBT-Levitus temperature field. 
case 122 NCEP monthly XBT-Levitus temperature field. 
case 142 Hellerman annual mean XBT-Levitus temperature field. 
case 162 ECMWF monthly XBT-Levitus temperature field. 

 
Table II:  The Ekman heat fluxes shown in Figure 8 were computed from the ‘cases’ listed 
above.  The temperature field used was either from the Levitus climatology alone or a 
combination of the XBT observations (0- 850 meters) and Levitus data (below 850 meters). 
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4. Education and Outreach 
 
Unfortunately this program does not have yet a direct component on e ducation, however, a key 
cmponent of  the program is to make al l the heat t ransport materials available in near real-time 
(within 3 months) of the data being collected.  Results can be viewed at the projects web site 
http://www.aoml.noaa.gov/phod/soto/index.php 
 
Information on the Meridional heat transport in the Atlantic Ocean and its relation with climate 
variability, that can be used by the Climate Program Office quarterly report and newsletter; the 
Planning, Programming, Budgeting, and Execution System (PPBES) funding process; and other 
NOAA and non-NOAA-related publications. 
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1. Project Summary 
 
Our present knowledge of the global air-sea heat flux distribution stems primarily from 
the bulk parameterizations of air-sea fluxes as functions of surface meteorological 
variables (e.g., wind speed, temperature, humidity, cloud cover, etc). The source of 
observations for those flux related variables includes marine surface weather reports from 
Voluntary Observing Ships (VOS) collected by Comprehensive Ocean-Atmosphere Data 
Set (COADS) and satellite remote sensing from various platforms. Atmospheric 
reanalyses from numerical weather prediction (NWP) centers such as National Centers 
for Environmental Prediction (NCEP) and the European Centre for Medium-Range 
Weather Forecasts (ECMWF) provide additional model-based database. Nonetheless, 
none of the three data sources are perfect as each suffers from at least one of the four 
deficiencies: (1) incomplete global coverage, (2) relatively short time series, (3) 
systematic bias, and (4) random error. 
 
While improving the quality of each data source is a necessary step toward improving the 
estimates of surface heat fluxes, this project takes an alternative approach, i.e., to improve 
the quality of the flux estimates through objectively synthesizing the advantages of the 
three data sources. Synthesis denotes the process of using an advanced objective analysis 
approach to combine several kinds of individual data sources with different 
characteristics. Such a process reduces the errors in data and produces an estimate that 
has the minimum error variance at the solution. This type of approach has been applied 
successfully to generate gridded products surface vector wind, SST, and precipitation. 
This project, which is termed “Objectively Analyzed Air-Sea Heat Fluxes (OAFlux)”, is 
to develop an equivalent global synthesis product for surface heat fluxes by utilizing the 
methodology developed and experience learned from a previous pilot study for the 
Atlantic Ocean. 
 
The project has two main objectives. The first objective is to produce a 50-year (from the 
mid 1950s onward) analysis of surface latent, sensible, net shortwave and net longwave 
radiation fluxes over the global oceans with improved accuracy. This is to be achieved by 
an appropriate combination of COADS data, NWP reanalysis outputs, and satellite 
retrievals using advanced objective analysis. The second objective is to use the data to 
study the heat flux variability on synoptic, seasonal, intraseasonal, annual, interannual, 
decadal and longer timescales and their relation to global climate change. The scientific 
investigation helps to assess the quality and reliability of the dataset in depicting the 
multi-decade climate record since 1950s and to provide physical insights into the dataset. 
 
Users of the OA Flux products include: 1) those analyzing the spatial and temporal 
patterns of the surface exchanges of latent and sensible heat flux, using the 50-year, 1° 



resolution flux fields as the basis for these analyses; 2) those working to quantify the role 
of the ocean in climate variability and change by examining, using the OA Flux fields, 
the ocean’s role as a source or sink of heat and freshwater; 3) those examining the realism 
of coupled ocean atmosphere models by comparison of the models surface fluxes with 
the OA Flux product; 4) those working with ocean models, who use the OA Flux product 
as the forcing fields for model runs; and 5) those developing alternate air-sea flux fields 
from remote sensing and/or in situ data, who compare their products to the OA Flux 
fields.  
 
FY 2009 Progress Report: See the combined report, Weller, Pleuddemann and Yu 
“Ocean Reference Stations and Air-Sea Fluxes.” 
 



Climate Variability in Ocean Surface Turbulent Fluxes 
Mark A. Bourassa, Shawn R. Smith and Eric Chassignet 

Center for Ocean-Atmospheric Prediction Studies (COAPS), 
The Florida State University, Tallahassee FL 

 
 
Table of Contents 
 
1. Abstract ....................................................................................................................................... 1 
2. Project Summary......................................................................................................................... 2 
3. Scientific Accomplishments ....................................................................................................... 4 

3.1 Update fluxes using new ICOADS release [deliverable 1] .................................................. 4 
3.2 Complete Pacific winds and fluxes [deliverable 2] .............................................................. 4 
3.3 Publish and report results of flux comparisons [deliverable 3] ............................................ 4 
3.4 Continue production of satellite and NWP hybrid products [deliverable 4] ........................ 8 
3.5 Additional Scientific Accomplishments ............................................................................... 9 
3.6 Data distribution and user community................................................................................ 11 

4. Education and Outreach............................................................................................................ 12 
5. Publications and Reports........................................................................................................... 13 

5.1. Publications by Principal Investigators.............................................................................. 13 
5.2. Other Relevant Publications .............................................................................................. 14 

 
 
1. Abstract 
 
FSU produces fields of surface turbulent air-sea fluxes and the flux related variables (winds, 
SST, near surface air temperature, near surface humidity, and surface pressure) for use in global 
climate studies. Surface fluxes are by definition rates of exchange, per unit surface area, between 
the ocean and the atmosphere. Stress is the flux of horizontal momentum (imparted by the wind 
on the ocean), and is critical for ocean transport in both the upper ocean and the deep ocean. The 
evaporative moisture flux would be the rate, per unit area, at which moisture is transferred from 
the ocean to the air. Evaporation and precipitation are dominant considerations in studies of 
moisture change. The latent heat flux (LHF) is related to the moisture flux: it is the rate (per unit 
area) at which energy associated with the phase change of water is transferred from the ocean to 
the atmosphere. Similarly, the sensible heat flux (SHF) is the rate at which thermal energy 
(associated with heating, but without a phase change) is transferred from the ocean to the 
atmosphere. The LHF and SHF contribute to global and local energy budgets, which can be 
linked to global change. We examine these fluxes on the basis of in situ data (funded solely by 
NOAA) and satellite data (leveraged from several NASA projects and from the PI being the 
NASA Ocean Vector Winds Science Team Leader). The in situ product is well suited for long 
time scale studies, and comparisons to reanalyses. We find that the variability between flux 
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products is far greater than the variability due to climate variability, indicating that a great deal 
more work is needed to make products that are well suited to ocean process studies where the 
processes are sensitive to the fluxes (as is often the case). We have also found that it is very 
important to consider high frequency (e.g., finer scale synoptic variability) in the calculation of 
longer-term average fluxes (particularly the ocean uptake of CO2), and in the case of the Gulf of 
Mexico’s West Florida Shelf, for correctly modeling the regional ocean climate. This is very 
important for the local ecosystem including some important finfish and shellfish. We also found 
that variability in northern hemisphere tropical cyclone activity is related to large scale sea 
surface temperatures (SSTs) patterns, with particularly strong correlation to SSTs in the Gulf of 
Alaska. These studies add to the evidence demonstrating the importance of consider the ocean 
and the atmosphere as coupled for climate applications. 
 
2. Project Summary 
 
FSU produces fields of surface turbulent air-sea fluxes and the flux related variables (winds, 
SST, near surface air temperature, near surface humidity, and surface pressure) for use in global 
climate studies. Surface fluxes are by definition rates of exchange, per unit surface area, between 
the ocean and the atmosphere. Stress is the flux of horizontal momentum (imparted by the wind 
on the ocean). The evaporative moisture flux would be the rate, per unit area, at which moisture 
is transferred from the ocean to the air. The latent heat flux (LHF) is related to the moisture flux: 
it is the rate (per unit area) at which energy associated with the phase change of water is 
transferred from the ocean to the atmosphere. Similarly, the sensible heat flux (SHF) is the rate at 
which thermal energy (associated with heating, but without a phase change) is transferred from 
the ocean to the atmosphere. In the tropics, the latent heat flux is typically an order of magnitude 
greater than the sensible heat flux; however, in the polar regions the SHF can dominate.  
 
The FSU activity is motivated by a need to better understand interactions between the ocean and 
atmosphere on weekly to interdecadal time scales. Air-sea exchanges (fluxes) are sensitive 
indicators of changes in the climate, with links to floods and droughts1 and East Coast storm 
intensity and storm tracks2. On smaller spatial and temporal scales they can be related to the 
storm surge3, and tropical storm intensity. On longer temporal scales, several well-known 
climate variations (e.g., El Nino/Southern Oscillation (ENSO); North Atlantic Oscillation 
(NAO), Pacific Decadal Oscillation (PDO)) have been identified as having direct impact on the 
U.S. economy and its citizens. Improved predictions of ENSO phase and associated impact on 
regional weather patterns could be extremely useful to the agricultural community. Agricultural 
decisions in the southeast U.S. sector based on ENSO predictions could benefit the U.S. 
economy by over $100 million annually4. A similar, more recent estimate for the entire U.S. 

                                                 
1 Enfield, D. B., A. M. Metas-Nuñez, and P. J. Trimble, 2001:  The Atlantic multidecadal oscillation and its relation 

to rainfall and river flows in the continental U.S. Geophy. Res. Let., 28, 2077-2080. 
2 Hurrell, J.W., and R.R. Dickson, 2004: Climate variability over the North Atlantic. Marine Ecosystems and 

Climate Variation - the North Atlantic. N.C. Stenseth, G. Ottersen, J.W. Hurrell, and A. Belgrano, Eds. Oxford 
University Press, 2004. 

3 Morey, S. L., S. Baig, M. A. Bourassa, D. S. Dukhovskoy, and J. J. O’Brien, 2006: Remote forcing contribution to 
storm-induced sea level rise during Hurricane Dennis. Geophys. Res. Letts., 33, L19603–19607, 
doi:10.1029/2006GL027021. 

4 Adams, R. M., K. J. Bryant, B. A. McCarl, D. M. Legler, J. O'Brien, A. Solow, and R. Weiler, 1995: Value of 
improved long-range weather information. Contemporary Economic Policy, 13, 10-19. 
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agricultural production suggests economic value of non-perfect ENSO predictions to be over 
$240 million annually5. These impacts could easily be extended to other economic sectors, 
adding further economic value. Moreover, similar economic value could be foreseen in other 
world economies, making the present study valuable to the global meteorological community. 
 
ENSO, PDO, and NAO (AO) each have atmospheric and oceanic components that are linked 
through the surface of the ocean. Changes in the upper ocean circulation result in modifications 
to the SST and near surface wind patterns. Variations in SSTs can be related to ENSO and other 
climate patterns; however, it is the fluxes of heat and radiation near the ocean surface that 
transfer energy across the air-sea interface. It is an improved understanding of these turbulent 
fluxes and their variability that motivates our research (radiative fluxes are difficult to accurately 
estimate from in situ data; however, satellite-based estimates are available). By constructing high 
quality fields of surface fluxes we provide the research community the improved capabilities to 
investigate the energy exchange at the ocean surface. 
 
FSU produces both monthly in-situ based (the FSU3) and hybrid satellite/numerical weather 
prediction (NWP) fields of fluxes and the flux-related variables. Our long-term monthly fields 
are well suited for seasonal to decadal studies, and our hybrid satellite/NWP fields are ideal for 
daily to annual variability and quality assessment of the monthly products. The flux-related 
variables are useful for ocean forcing in models, testing coupled ocean/atmospheric models, 
ENSO forecasts, and for understanding climate related variability (e,g., the monthly Atlantic 
surface pressure is a good indicator of extreme monthly air temperatures over Florida).  
 
The flux project at FSU targets the data assimilation milestones within the Program Plan. Our 
assimilation efforts combine ocean surface data from multiple Ocean Observing System 
networks (e.g., VOS, moored and drifting buoys, and satellites). One set of performance 
measures targeted in the Program Plan is the Air-Sea Exchange of Heat, Momentum, and 
Fresh Water. These fluxes can be related to Sea Surface Temperature and Ocean Heat 
Content. Additional targets are Ocean Transport and Thermohaline Circulation. Surface 
winds (stress) contribute to upper ocean and deep ocean transport. The heat and moisture fluxes 
also contribution to the thermohaline circulation. Ocean Carbon Uptake is highly dependent on 
wind speed. We have recently worked with other members NOAA climate observing team to 
estimate the importance of using six hourly winds vs. monthly averaged winds on estimates of 
Ocean Carbon Uptake. The FSU flux project also focuses on the task of evaluating operational 
assimilation systems6,7 (e.g., NCEP and ECMWF reanalyses) and continues to provide timely 
data products that are used for a wide range of ENSO forecast systems. A related scientific result 
is that most of the long-term trend in tropical Pacific winds and latent heat fluxes8 can be 

                                                 
5 Solow, A. R., R. F. Adams, K. J. Bryant, D. M. Legler, J. J. O'Brien, B. A. McCarl, W. Nayda, and R. Weiler, 

1998: The value of improved ENSO prediction to U. S. agriculture. Climate Change, 39, 47-60. 
6 Smith, S., P. Hughes, and M. Bourassa, 2009: A comparison of nine monthly air-sea flux products. Internat. J. 

Clim., submitted. 
7 Bourassa, M., S. Gille, C. Bitz, D. Carlson, I. Cerovecki, M. Cronin, W. Drennan, C. Fairall, R. Hoffman, G. 

Magnusdottir, R. Pinker, I. Renfrew, M. Serreze, K. Speer, L. Talley, G. Wick, 2009: High-Latitude Ocean and 
Sea Ice Surface Fluxes: Requirements and Challenges for Climate Research. Bull. Amer. Meteor. Soc. 
(submitted). 

8 Yu, L., 2007: Global variations in oceanic evaporation (1958-2005): The role of the changing wind speed. J. 
Climate, 20(21), 5376–5390. 



explained by slightly different physics in the transition from in situ (dominating the early data 
record) to satellite observations (dominating the recent decades). We have also found that 
northern hemisphere and global hurricane activity can be closely linked to large scale ocean 
variability. All products are distributed in a free and open manner at: 
http://www.coaps.fsu.edu/RVSMDC/FSUFluxes/. 
The FSU fluxes support a broad user community. Our web data portal currently shows 169 
registered users from 16 countries. Fifty-seven users are from academic institutions, 35 at 
governmental agencies, four from public/non-profit entities, and one from the military. Although 
we do not track the users applications, we know that many are using the FSU winds and fluxes to 
support tropical SST forecast models (e.g., LDEO model; 
http://rainbow.ldeo.columbia.edu/~dchen/forecast.html). 
 
3. Scientific Accomplishments 
 
The tasks pertain to the continued development/production of products and the dissemination of 
scientific results. Results include a detailed comparison of nine freely available flux products, 
revealing many differing strengths as weaknesses. This has better enabled the PI to recommend 
flux products for specific applications.  
 
Deliverables for FY 2009 included: 

1. Update Atlantic, Indian, and Pacific Oceans using new ICOADS releases (if available) 
2. Complete Equatorial and North Pacific 1˚ winds and fluxes  

 Subtask1: Complete editing of the wind fields 
 Subtask2: Assess the fluxes for problems that can be fixed, and determine the 
appropriate cautionary notes for users. 

3. Publish comparisons of FSU3 fluxes to other available in-situ, satellite, and blended flux 
products 

 Subtask1: Report results at national and international meetings 
 Subtask2: Publish evaluation of practical applications of FSU3 fluxes 

4. Continue production of satellite and NWP hybrid wind fields for the Gulf of Mexico. 
 Begin to develop metrics to assess the usefulness of wind observations for various 
applications and time scales. 

 
3.1 Update fluxes using new ICOADS release [deliverable 1] 
Version 2.5 of ICOADS was not released until mid-summer 2009; therefore we are just 
beginning updates to our products. ICOADS 2.5 uses a new format that requires revisions to our 
data processing codes. These revisions are underway and should be complete in early FY2010. 

 
 3.2 Complete Pacific winds and fluxes [deliverable 2]

The Equatorial and North Pacific 1˚ FSU fluxes have been completed for the period 1978-2004 
(using the earlier ICOADS release). With the completion of the Pacific fluxes, we have also 
created a series of global FSU flux files, which merge the Pacific, Indian, and Atlantic Ocean 
products for the period 1978-2004. All in-situ products are available via the web, ftp, and a 
THREDDS server (see below). Satellite products are available through the web and THREDDS. 

 
3.3 Publish and report results of flux comparisons [deliverable 3] 
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http://www.coaps.fsu.edu/RVSMDC/FSUFluxes/


An outcome of the CLIMAR-III meeting in Gydnia, Poland will be the publication of a special 
edition of the International Journal of Climatology. A full manuscript has been submitted to the 
special edition that compares nine air-sea flux products (Smith et al. 2009; Figs 1, 2), focusing in 
stress, latent heat flux, and sensible heat flux. The results of this comparison also contributed to 
OceanObs’09 papers (Hughes et al. 2010, Gille et al. 2010). Leading causes of differences 
between products have been identified (Smith et al. 2009, Hughes et al. 2010), and consequences 
of these differences on SST (related to ocean heat content) have been examined (Hughes et al. 
2010). 
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FIG. 1. Average (a) latent and (c) sensible heat flux and their corresponding standard 
deviations (b and d) for the common period March 1992 through December 2000. The 
magnitudes (Wm-2) for each of the nine products are shown in the color bars. White 
areas on the maps represent one-degree grid cells that are either defined as land or had 
one or more missing months in the common period. The GSSTF2 had several months 
with missing data near the equator due to variations in satellite coverage and the FSU3 
is not produced for the Southern Ocean. The Gibbs phenomena is notable in the 
GSSTF2 means. The variability between these products is far greater than interannual 
and decadal variability identified in any of the individual products! 

 
FIG. 2. Same as figure 1, except for the wind divergence (a and b) and wind stress curl 
(c and d). HOAPS2, OAFLUX, and NOC (divergence only) did not provide the 
necessary parameters to determine the wind divergence and curl of the wind stress. 
GSSTF2 was omitted due to the missing data in the tropics. The product to product 
differences in the mean stress is small compared to the heat fluxes; however, there are 
very large product to product differences in the distribution of stresses about the mean.  

 
Related activities (supported by NASA) include hosting a meeting on Scatterometry and 
Climate, which will result in a publication on climate related applications and the accuracy of 
fluxes and winds estimated to be required for those applications. Following the meeting, 
collaboration with NOAA experts on CO2 fluxes resulted in a crude estimate of the importance 
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of improving temporal resolution of the winds used in calculating CO2 fluxes, based on two 
parameterizations of the gas transfer coefficient. One clear conclusion is that much finer than 
monthly sampling is required, particularly in the regions with strong and variable winds such as 
the high-latitude storm tracks (Fig. 3). If the cubic parameterization with the cubic is correct (or 
correct at high latitudes), the wind sampling must accurately capture synoptic scale variability. 
With the impending loss of QuikSCAT, sampling of high-latitude systems will be inadequate 
unless ASCAT and the new Indian scatterometer can be accurately calibrated for high-wind 
conditions. 
 
 

 

  
Fig. 3. Ratio of CO2 flux based on six hourly winds to CO2 flux based on monthly 
averaged winds for two algorithms: (top) dependent on wind speed squared, and 
(bottom) dependent on wind speed cubed. The time period is Dec. 2009 through Feb. 
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2009. If the cubic dependency is correct (or correct in high latitudes) it will be vitally 
important to use high frequency winds in the calculation of ocean uptake of CO2. We 
thank Ryan Maue for producing these plots. 

 

The pseudostress fields are routinely produced, resulting in a 10+ year data set. This dataset has 
recently been used for forcing of a regional ocean model. The data set is more typically used to 
verify the high resolution NWP analyses capture the placement and timing of atmospheric fronts, 
which have been found to be very important in the ocean climatology of the West Florida Shelf 
(Morey et al. 2009). Leveraging from NASA support, we found that the smaller scale synoptic 
wind forcing and the river outflow were critical to correctly modeling this region’s the ocean 
transport. 

3.4 Continue production of satellite and NWP hybrid products [deliverable 4] 

 
We also examined the importance of differences between in situ winds and satellite winds. 
Satellite winds are related to stress (Bourassa 2006, Bourassa et al. 2009). Stress is related to 
near surface wind shear, rather than near surface wind. That is, satellite winds are relative to the 
ocean surface (accounting for motions due to waves and currents), whereas in situ winds are 
relative to the fixed earth. Numerical Weather Prediction (NWP) products treat satellite winds as 
earth relative. A colleague at the ECMWF recently verified this type of bias in comparison to 
buoy data (Hans Hersbach, personal communication, 2009). The consequences of this error are 
likely very small on short-term forecasts; however, for the tropical Pacific Ocean, they results in 
physically important biases in turbulent heat fluxes on multi-year scales. The change in LHF in 
the western Pacific region (Fig. 4) is roughly 3Wm-2 (5Wm-2 across the tropical Pacific Ocean). 
This change is remarkably similar to prior estimates of the change in LHF associated with 
climate change.  
 

 

Waves Increase LHF 

Waves 
Decrease LHF 

 
 

Fig. 4. Multidecadal trends in wind (upper left) and LHF (lower left) based on the 
OAFLUX product (Lisan Yu, personal communication, 2008), and a loosely similar 
patter in the apparent change in LHF due changes in the observing system. Much of the 
long term trend in LHF for this part of the world can be explained in terms of the 
evolving observing system rather than climate change. 
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In the past year the PI has been very active with NASA and EUMETSAT groups working on 
improving the understanding and intercalibration of satellite winds. These activities are critical to 
climate studies and useful for operations. The PI had a leadership role in related activities at 
OceanObs09: satellite winds (Bourassa et al. 2010), altimetry (Scott et al. 2010), surface fluxes 
(Fairall et al. 2010, Gulev et al. 2010, and Gille et al. 2010), data assimilation (Rienecker 2010), 
and validation of satellite data (Smith et al. 2010a,b, Gille et al. 2010). In these processes, we 
learned that there is considerable work to be done in modeling fluxes for very high wind speed 
conditions (e.g., hurricanes, strong mid-latitude storms, and strong cold air outbreaks), that 
improvements to atmospheric NWP boundary-layer parameterizations are like to positively 
impact data assimilation of ocean surface observations and increase the benefit of satellite data, 
calculation of surface fluxes in current NWP products is poor, and the a constellation of satellites 
is highly desirable for ocean vector winds (ideally with collocated passive microwave 
observations). There is great concern that the US contribution to the constellation of vector wind 
observations (NASA’s QuikSCAT) will fail soon, and there might not be a timely replacement. 
The National Research Council’s decadal review tasked NOAA to develop a replacement 
(ideally a greatly improved replacement) mission. A remarkably common theme in OceanObs09 
community white papers was the need for a constellation of ocean vector winds observations. 
Furthermore, as leader of the International Ocean Vector Winds Science Team (IOVWST) 
meetings, I strongly encourage more participation of climate observers and researchers within 
NOAA. 

 
  

Interannual variability in cyclone activity was examined and strongly linked to ocean variability 
(Maue 2009). The activity metric used in this study was accumulated cyclone energy (ACE), 
which temporally integrates the square of the time dependent maximum wind speed. The ACE is 
calculated for a hurricane season (for each ocean-related region) then a 1-2-1 filter is applied to 
reduce some ENSO dependency and to better deal with the offset in northern and southern 
hemisphere hurricane seasons. The filtered ACE was shown to be poorly related to ENSO 
variability as seen in the Hadley Centre SST9. The low frequency North Atlantic and South 
Atlantic SST variability are well correlated with the low frequency ACE (Fig. 5), and have 
upward trends consistent with the North Atlantic ACE from 1981 to 2007, which is consistent 
other findings10 for the North Atlantic main development region (MDR). The similarly strong 
correlation with South Pacific Ocean SSTs argues against forcing entirely from local 
SSTs11,12,13. A correlation map of northern hemisphere ACE and SST (Fig. 5) shows a very large 
scale pattern. This strongly suggest that the large longer-term variability (decadal variability) in 
northern hemisphere hurricane activity is linked to variability in the SSTs. The high correlation 
                                                 
9  Rayner, N.A., D.E. Parker, E.B. Horton, C.K. Folland, L.V. Alexander, D.P. Rowell, E.C. Kent, and A. Kaplan, 
2003: Global analyses of sea surface temperature, sea ice, and night marine air temperature since the late nineteenth 
century J. Geophys. Res., 108, 4407. 
10 Emanuel, K.A., 2005: Increasing Destructiveness of tropical cyclones over the past 30 years. Nature, 436, 686-
688. 
11 Kossin, J.P. and D.J. Vimont, 2007: A more general framework for understanding Atlantic hurricane variability 
and trends. Bull. Amer. Met. Soc., 88, 1767-1781. 
12 Vecchi, G.A., and B.J. Soden, 2007:, Effect of remote sea surface temperature change on TC potential intensity. 
Nature, 450, 1066-1070 
13 Swanson, K. L., 2008: Nonlocality of Atlantic tropical cyclone intensities, Geochem. Geophys. Geosyst., 9, 
Q04V01. 

3.5 Additional Scientific Accomplishments 



(>0.95) in the Gulf of Alaska exists irrespective of the low frequency filtering. The physical 
processes (both oceanic and atmospheric) behind this extremely high correlation remain to be 
determined, as does the use of this information for prediction. One problem with prediction of 
regional hurricane activity is that changes in activity in the Atlantic basin is usually compensate 
for by equal and opposite changes in the Eastern Pacific Basin. Similarly, changes in the sum of 
Atlantic and Eastern Pacific Basins are usually compensated for by changes in the Western 
Pacific Basin. All these connections between regional hurricane activity and the ocean suggest 
important ties between oceanic and atmospheric climate. 

 
Fig. 5. (top) Correlation map between NA ACE and August-October monthly mean 
SST for 1981-2007 with a 1-2-1 filter applied once. (bottom) Correlation map between 
NH ACE and April-June SST (1981-2007). Graphic by Ryan Maue. 
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The research quality 1˚ in-situ FSU flux products are available via: 
 Web: http://www.coaps.fsu.edu/RVSMDC/FSUFluxes/ 
 FTP: ftp://www.coaps.fsu.edu/pub/fsu3/research/  
 THREDDS: http://coaps.fsu.edu/thredds.php  

The THREDDS catalog server was established in FY2009 to support a broader user community. 
 
In addition to the 1˚ fluxes, we continue to create an older version (the FSU2) 2˚ tropical Pacific 
Ocean wind (pseudo-stress) fields based on near-real time in-situ data. Quick-look 2˚ gridded 
pseudo-stress fields are produced at the beginning of each month using the previous month's 
GTS-transmitted data (received from NOAA NCEP). In addition to the Pacific, COAPS 
continues to produce one-degree pseudo-stress fields for the tropical Indian Ocean using the 
method of Legler et al.14 We have not updated the FSU2 and Legler research products as we had 
anticipated switching to the near real time version of the FSU3 technique. Resource limitations 
continue to slow the push towards a real-time FSU3 product. Access to both the two-degree 
fields for the Pacific Ocean and one-degree fields for the Indian Ocean FSU winds are available 
via the THREDDS catalog (with embedded links to FTP and Web access points). 
 
As part of our continued production of the FSU2 for the tropical Pacific Ocean, we now produce 
additional monthly graphics for inclusion into the on-line version of the NOAA Climate 
Diagnostics Bulletin (http://www.cpc.ncep.noaa.gov/products/CDB/). 
 
Limited tracking of in-situ flux data users is completed via a web registration and may include 
some users of SAMOS (vs. FSU Flux) data. Our limited information on international use is 
shown in Table 1. The breakdown by type of user is shown in table 2. 
 
Table 1. Users of FSU data sets by country                                _ 

2 Australia 15 India 1 South Korea 
1 Botswana 3 Ireland 1 Taiwan 
3 Brazil 1 Israel 3 United Kingdom 
15 China 1 Mexico 43 United States 
3 France 1 Portugal 
2 Germany 2 Russia 
_                                                                                                    _  
Table 2. Users Sorted by Organization    

tional 

                _

35 Government 
1 Military 
3  Other Educa
4 Public/Non-profit 
54 University/College 
_                                           

                                                

 

 
14 Legler, D. M, I. M. Navon, and J.J. O’Brien, 1989: Objective analysis of pseudostress over the Indian Ocean 

using a direct-minimization approach. Mon. Wea. Rev., 117, 709-720. 
 

3.6 Data distribution and user community

http://www.coaps.fsu.edu/RVSMDC/FSUFluxes/
ftp://www.coaps.fsu.edu/pub/fsu3/research/
http://coaps.fsu.edu/thredds.php
http://www.cpc.ncep.noaa.gov/products/CDB/
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The user community for our gridded sa
n

tellite products (which are largely supported by NASA) is 

o larger public events and web pages. These events and the 

 classes, 

 pages related to the 

ot well tracked. It include the operational Ocean Surface Current Analysis – Real time 
(OSCAR) product and their many users (ocean transport science, fisheries, search and rescue); 
ENSO forecasters; ocean modelers (our global product is used in many countries); and 
contributes to surface flux analyses. 
 
4. Education and Outreach 
 
Our activities were included in tw
web pages help link weather and climate to the ocean. WeatherFest was held at Florida State 
University on January 17, 2009. It was organized by The National Weather Service in 
Tallahassee, Florida State University Department of Meteorology and North Florida Chapter of 
the AMS. An estimated 500-700 people attended (all ages). The FSU Coastal & Marine Lab 
Open House was held on April 18, 2009. An estimated 1,200 people attended (all ages). 
 
Issues related to the ocean and climate are also taught in undergraduate and graduate
reaching roughly 60 students in the previous year. The PI also advises nine graduate students, all 
but one of which have gained a great deal of knowledge about the ocean and climate, and will 
contribute to the future workforce. The PI visited a local elementary school to discuss weather 
and satellites, some of which are tied to oceans and climate. The PI also interacts with local cub 
scouts and boy scouts regarding weather, ocean observations, and climate.  
 
The web pages of one of our Ph.D. students Ryan Maue, particularly the
tropical work mentioned above, receive hundreds of thousands of hits each year. On two 
occasions in previous year, these pages received over 100,000 hits in a day. These pages are 
highly readable and contain a great deal of easily digested information (e.g., Fig. 6) in 
comparison to other tropical pages. This kind of outreach is highly visible and has been noticed 
by the researchers and the general public.  The tropical web page is  
http://coaps.fsu.edu/~maue/tropical/ 
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Fig. 6. 24-month running sum of tropical cyclone accumulated cyclone energy for the 
entire globe (top black squares / time series) and the Northern Hemisphere only (bottom 
green squares / time series). The difference between the two time series is the Southern 
Hemisphere total. Data is shown from January 1979 - October 29, 2009 mainly because 
intensity estimates of SH cyclones are often missing in the JTWC best-tracks prior to 
1980. Graphic by Ryan Maue. 
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1. Abstract 
 
NOAA’s Center for Operational Oceanographic Products and Services (CO-OPS), within the 
National Ocean Service (NOS), operates and maintains the National Water Level Observation 
Network (NWLON), a network of 210 long-term tide stations.  These stations represent the 
longest continuous sea level time series in the U.S. and provide critical information on sea level 
trends and variability as an indicator of climate change.  In situ observations from this tide 
station network support both local and global sea level measurement, and provide input to the 
Global Sea Level Observing System (GLOSS).  Over the past several years, CO-OPS has 
contributed to NOAA’s implementation of a Global Ocean Observing System (GOOS) for 
Climate, as outlined in the NOAA Climate Program Office Program Plan.  Specifically, CO-OPS 
observations and analysis directly support the “Tide Gauge Station” subsystem of the Climate 
Observation System, though the applications extend beyond climate variability to include marine 
transportation, hazard warning, weather prediction, inundation modeling, and ecosystem 
monitoring. 
 
2. Project Summary 
 
The National Oceanic and Atmospheric Administration (NOAA) Center for Operational 
Oceanographic Products and Services (CO-OPS) operates and maintains a network of 210 long-



term, continuously operating coastal water level stations on all U.S. coasts and in the Great 
Lakes.  This National Water Level Observation Network (NWLON) also includes stations on 
Pacific and Caribbean ocean islands, U.S. territories, and possessions.  Many of these stations 
have now been in operation for over 100 years, with a few in operation for over 150 years.  
NOAA, through CO-OPS, has the national legal authority for coastal tides, tidal currents, and 
water levels, and is the U.S. leader on relative sea level information for all parts of the U.S.  The 
operation of these stations, and their long period of record, is critical to understanding sea level 
rise and climate variability, both on a global and local scale.  Tide gauge records provide relative 
sea level trends critical for coastal zone management, engineering, and long-term planning and 
decision-making on a local and national scale.  They also provide calibration for satellite 
altimeters to better understand and measure global sea level changes caused by thermal 
expansion and changes in freshwater input.  While the period of record for satellite altimeters is 
relatively short, tide gauge records exist for several decades, giving us a better understanding of 
what changes we have seen, and how that reflects future variability in sea level due to climate 
change.  All NWLON stations are multi-purpose, providing both long-term and real-time water 
level information to support multiple user communities, including navigation, hazard warning 
and mitigation, and coastal zone management.  In the climate community alone, immediate users 
of this data include climate researchers, NOAA and federal partners who use the information to 
develop climate mitigation strategies for coastal communities or for management decisions, 
coastal managers responsible for implementing climate change response and mitigation 
strategies, the general public, climate modelers requiring local information to downscale global 
models and develop local projections, and many others.  All CO-OPS data are available real-
time, and products, including long-term trends and monthly and annual means, are available 
through the CO-OPS Sea Levels Online web site, and are archived at all three Global Sea Level 
Observing System (GLOSS) archive centers.  The data are also available through the Permanent 
Service for Mean Sea Level.  Twenty-seven NWLON stations currently comprise the U.S. 
contribution to the core GLOSS network, and forty-five are part of the GLOSS-Long Term 
Trend (LTT) network.  CO-OPS also supports the Global Earth Observation System of Systems 
(GEOSS) by providing on-line sea level trends and analysis for 114 international GLOSS-LTT 
stations by operating and maintaining the GLOSS-ALT tide gauges at Oil Platform Harvest for 
satellite altimeter calibration and evaluation, and by maintaining the long-term tide station at 
Bermuda.  These efforts directly support the NOAA Office of Climate Observation (OCO) 
deliverable with respect to sea level: to identify changes resulting from trends and variability in 
climate.  Failure to continue operation of CO-OPS’ observing systems, update long-term time 
series, and analyze sea level trends on a national and global scale would cause a large gap in the 
Global Ocean Observing System for Climate and negatively impact understanding of both local 
and global sea level changes as an indicator of climate change. 
 
 
 
3. Scientific Accomplishments  
 
Accomplishments by CO-OPS in the area of climate variability can be divided into three primary 
tasks, as outlined in the 2009 work plan delivered by CO-OPS to OCO in November 2008.  2009 
work was primarily a continuation of the work begun in previous years.  All three tasks support 
the Office of Climate Observation’s sea level deliverable.  These tasks are: 
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 Develop and implement a routine annual sea level and extreme event analysis reporting 

capability that meets the requirements of the Climate Observation Program [Reported 
here.] 

 
 Upgrade the operation of selected National Water Level Observation Network Stations to 

ensure continuous operation and connection to geodetic reference frames.  [Reported 
separately as an observational project.] 

 
 Operate and maintain water level measurement systems on Platform Harvest in support of 

calibration of the TOPEX/Poseidon and Jason-1 satellite altimeter missions. [Reported 
separately as an observational project.] 

  
 
 

 
The 1997 International Sea Level Workshop Report identified 62 water level stations as a core 
global subset for long-term trends, referred to by the Climate Observation Program as climate 
“reference stations.”  There are two performance measures for these stations, both of which were 
successfully completed by CO-OPS in 2009: 
 

1. Routinely deliver an annual report of the variations in relative annual mean sea level 
for the entire length of the instrumental record. 
 
2. Routinely deliver an annual report of the monthly mean sea level trend for the past 100 
years with 95% confidence interval. 

 
In addition to these 62 reference stations, 182 global tide stations were identified in Annex IV of 
the Global Sea Level Observing System (GLOSS) Implementation Plan (IOC Technical Series 
No. 50) (http://unesdoc.unesco.org/images/0011/001126/112650eo.pdf ) as GLOSS-LTT (Long-
term trend) stations.  45 of the GLOSS-LTT stations are CO-OPS stations and their sea level 
trends have been available on Sea Levels Online for several years.  However, beginning in 2008, 
GLOSS Long-Term Trend (GLOSS-LTT) stations1 were analyzed in addition to the initial 
reference network, and their trends included online (see Appendix 1).  In 2009, an additional 70 
GLOSS stations have been added to CO-OPS’ sea level analysis for a total of 159 GLOSS-LTT 
stations (including 114 non-CO-OPS stations) that were maintained and upgraded on the Sea 
Levels Online website by CO-OPS (see Table 1; 
www.tidesandcurrents.noaa.gov/sltrends/index.shtml).   
 
Table 1. GLOSS stations added to CO-OPS analysis and online delivery in 2009. 

                                                 
1 A review of the PSMSL data available showed that a few of the GLOSS-LTT stations do not have enough data yet 
to obtain a reliable sea level trend.  There are also a number of Scandinavian stations with long data sets that are no 
longer in operation; given the number of other stations in that region, these defunct stations were not analyzed.  
There are also a few river stations on the St. Lawrence River where sea level trends are not meaningful with respect 
to climate observations. 

3.1 Annual Sea Level and Extreme Event Analysis
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Linear mean sea level (MSL) trends and 95% confidence intervals (in mm/yr) 
Source of data:  PSMSL and NOAA; Analysis: NOAA 
Station Name First Year Last Year Year Range 

MSL 
Trend 

95% Confidence 
Interval (+/-) 

Barentsburg, Norway 1948 2006 59 -2.99 0.67 
Murmansk, Russia 1952 2006 55 3.92 1.00 
Heimsjo, Norway 1935 2006 72 -1.61 0.40 
Maloy, Norway 1945 2006 62 0.93 0.52 
Stavanger, Norway 1881 2006 126 0.42 0.21 
Oslo, Norway 1885 2006 122 -4.53 0.34 
Smogen, Sweden 1911 2007 97 -1.92 0.27 
Klagshamn, Sweden 1929 2007 79 0.53 0.48 
Kungholmsfort, Sweden 1887 2007 121 0.00 0.27 
Landsort, Sweden 1887 2007 121 -2.85 0.32 
Ratan, Sweden 1892 2007 116 -7.75 0.41 
Furuogrund, Sweden 1916 2007 92 -8.17 0.61 
Kemi, Finland 1920 2006 87 -7.01 0.67 
Oulu/Uleaborg, Finland 1889 2006 118 -6.38 0.43 
Raahe/Brahestad, Finland 1922 2006 85 -6.81 0.71 
Pietarsaari/Jakobstad, Finland 1914 2006 93 -7.32 0.61 
Vaasa/Vasa, Finland 1883 2006 124 -7.36 0.36 
Kaskinen/Kasko, Finland 1926 2006 81 -6.54 0.73 
Mantyluoto, Finland 1910 2006 97 -5.96 0.53 
Turku/Abo, Finland 1922 2006 85 -3.71 0.66 
Degerby, Finland 1923 2006 84 -3.77 0.64 
Hanko/Hango, Finland 1887 1997 111 -2.76 0.42 
Hamina, Finland 1928 2006 79 -1.03 0.85 
Warnemunde, Germany  1855 2005 151 1.20 0.12 
Gedser, Denmark 1898 2006 109 0.94 0.19 
Kobenhavn, Denmark 1889 2006 118 0.49 0.21 
Hornbaek, Denmark 1898 2006 109 0.25 0.23 
Korsor, Denmark 1897 2006 110 0.75 0.19 
Slipshavn, Denmark 1896 2006 111 0.93 0.17 
Fredericia, Denmark 1889 2006 118 1.03 0.12 
Aarhus, Denmark 1888 2006 119 0.56 0.12 
Frederikshavn, Denmark 1894 2006 113 0.16 0.16 
Hirtshals, Denmark 1892 2006 115 -0.20 0.22 
Sheerness, UK 1832 2006 175 1.64 0.10 
Lagos, Portugal 1908 1999 92 1.50 0.24 
Ponta Delgada, Portugal 1978 2005 28 2.55 1.09 
Walvis Bay, Namibia 1958 1998 41 0.33 1.44 
Simons Bay, South Africa 1957 2007 51 1.59 0.28 
Port Elizabeth, South Africa 1978 2007 30 3.13 1.40 
Durban, South Africa 1971 2007 37 0.63 0.62 
Cochin, India 1939 2004 66 1.37 0.32 
Chennai/Madras, India 1916 2003 88 0.31 0.41 
Ko Taphao Noi, Thailand 1940 2006 67 0.49 1.06 
Macau, China 1925 1985 61 0.25 0.50 
Yuzhno Kurilsk, Russia 1948 1994 47 2.74 0.62 
Kushimoto, Japan 1957 2007 51 3.09 0.62 
Legaspi, Philippines 1947 2005 59 5.22 0.80 
Davao, Philippines 1948 2005 58 5.32 1.30 
Jolo, Philippines 1947 1996 50 0.19 1.12 
Townsville, Australia 1959 2006 48 1.11 0.44 
Newcastle, Australia 1925 1988 64 2.19 0.48 
Wellington, New Zealand 1944 2005 62 2.41 0.35 
Prince Rupert, Canada 1909 2006 98 1.09 0.27 
Tofino, Canada 1909 2006 98 -1.59 0.32 
Balboa, Panama 1908 1996 89 1.38 0.27 
Antofagasta, Chile 1945 2006 62 -0.75 0.48 
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Linear mean sea level (MSL) trends and 95% confidence intervals (in mm/yr) 
Source of data:  PSMSL and NOAA; Analysis: NOAA 
Puerto Deseado, Argentina 1970 2002 33 -0.06 1.93 
Puerto Madryn, Argentina 1944 2000 57 1.50 0.79 
Montevideo, Uruguay 1938 1995 58 1.21 0.69 
Saint John, Canada 1914 1999 86 2.75 0.33 
Halifax, Canada 1895 2002 108 3.16 0.15 
Argentine Islands, Antarctica 1958 2006 49 1.72 0.49 

 
Additionally, based on feedback by a variety of users and lessons learned, the CO-OPS Sea 
Levels Online website was upgraded in 2009 to display sea level trends in a Google Earth map 
interface and provide enhanced graphics and new trend summary information (Figures 1 & 2).   
 

 
Figure 1.  New Sea Levels Online Google Earth Display. 
 



 
Figure 2.  New Trend Summarization: The mean sea level trend of 9.24 for Grand Isle, Louisiana is 
equivalent to a change of 3.03 feet in 100 years. 
 
In addition to the sea level analysis CO-OPS provided in 2009, efforts are underway to compare 
the expanded CO-OPS global tide station sea level trends to adjacent satellite altimetry trend 
measurements.  Work was also continued on the development of an exceedance probability 
analysis web product for NWLON stations.  This analysis is based on the observed monthly 
extreme tides for the period of record.  The highest and lowest monthly water levels observed at 
many water level stations respond to the local mean sea level trend. The extreme levels reached 
by past storms are adjusted for sea level trend, producing an unbiased data set of the annual 
highest and lowest water levels. A generalized extreme value analysis is applied to determine the 
expected frequency of storm tides rising above or falling below any given level. The results are a 
set of annual exceedance probability levels relative to the tidal datums for each station.  While 
not yet complete, the web development for this tool was primarily completed in 2009, allowing 
for the full web product to be released in 2010 upon the completion of additional analysis to 
update the probability statistics.  This product will include the 18 NOAA NWLON stations 
which contribute to the 62-station sea level reference network. 
 

 
 

 
3.2 National Water Level Observation Network Data Availability 

In 2009, data availability from the National Water Level Observation Network was 97.7%.  All 
CO-OPS real-time and long-term water level data and sea level trends are available through 
several channels. Real-time water level data are available for all CO-OPS tide gauges via the 
internet, web services, and the Global Telecommunications System.   All raw and verified data 
and products, standards and procedures, and data analysis reports can be accessed through 
http://tidesandcurrents.noaa.gov.  Data can also be accessed through the IOOS web portal at 
http://opendap.co-ops.nos.noaa.gov/content/.   Sea level products are also available online, 
through the CO-OPS Sea Levels Online web site for U.S. 
(http://tidesandcurrents.noaa.gov/sltrends/sltrends.shtml) and global 
(http://tidesandcurrents.noaa.gov/sltrends/sltrends_global.shtml) stations.  Data are archived 
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regularly in-house, and sea level data sets are provided to all GLOSS archive centers for U.S. 
GLOSS stations. One-minute water level data are archived weekly at the NOAA National 
Geophysical Data Center in Boulder, CO. 
 
 
4. Education and Outreach 
 
Through FY2009, CO-OPS participated in a number of independent education and outreach 
efforts focused on increasing understanding of global and local sea level rise rates and 
mechanisms, and how to utilize this information to understand and plan for climate variability.  
CO-OPS provided technical input to policy guidance and science programs, including the   U.S. 
Army Corps of Engineers Engineering Circular EC 1165-2-211 for Incorporating Sea-Level 
Change Considerations in Civil Works Programs (USACE, 2009) and in a NOAA lead author 
role for Climate Change Science Program’s Synthesis and Assessment Product 4.1 (Coastal 
Sensitivity to Sea-Level Rise: A Focus on the Mid-Atlantic Region (CCSP, 2009)).  The primary 
CO-OPS role involved incorporating long-term relative sea level trends from tide gauge 
observations into planning and engineering guidance to understand and mitigate climate change 
impacts.  In FY09, CO-OPS hosted a team from the Caribbean Community Climate Change 
Centre to provide a week of training and technology transfer on tide gauge operation, with a 
focus on climate applications, including monitoring the stability of gauges and long-term 
sustainability of observation sites.  CO-OPS supported a National Centers for Coastal Ocean 
Science (NCCOS) grant proposal for an educational display on sea levels and climate change at 
the Pine Knoll Shores Aquarium in North Carolina.  CO-OPS has also been working with the 
NOS Office of Education to incorporate sea level rise information into science guides 
(SciGuides) for elementary school and high school science teachers, and has upgraded their Sea 
Levels Online website with more user-friendly descriptions to enhance public understanding and 
utilization of sea level trends.  CO-OPS provided input on sea-level change issues to the NOAA 
Office of Coastal and Resource Management Coastal Strategy document “Recommendations for 
Interim Guidance for Considering Climate Change Impacts in Coastal Habitat Restoration, Land 
Acquisition, and Facility Development Investments.”  Finally, CO-OPS has conducted a number 
of briefings and trainings focused on sea level and climate change, highlighting CO-OPS’ role as 
the legal authority on mean sea level for the U.S., the role of coastal tide stations in global sea 
level observation, and how to find and utilize local sea level trends.   
 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

CCSP, 2009: Coastal Sensitivity to Sea-Level Rise: A focus on the Mid-Atlantic Region. A report 
by the U.S. Climate Change Science Program and the Subcommittee on Global Change 
Research. [James G. Titus (Coordinating lead Author), K. Eric Anderson, Donald R. 
Calhoon, Dean B. Gesch, Stephen K. Gill, Benjamin T. Guitierrez, E. Robert Thieler, and S. 
Jeffress Williams (Lead Authors)]. U.S. Environmental Protection Agency, Washington, 
D.C., USA, 320 pp. 
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An update to the following NOAA Technical Report CO-OPS 36 has been completed and 
undergone internal review.  It will be titled Sea level variations of the United States, 1854-
2006. 

 
Zervas, C. E., 2001: Sea level variations of the United States, 1854-1999.  U.S. Dept. of 

Commerce, National Oceanic and Atmospheric Administration, National Ocean Service, ix, 
186 p. pp. 

 
 
 

5.2. Other Relevant Publications

Merrifield, M.A., R.S. Nerem, G.T. Mitchum, L. Miller, E. Leuliette, S. Gill, and P.L. 
Woodworth, 2009: Sea level variations, 2008 annual assessment [in “State of the Climate in 
2008”]. Bull. Amer. Meteor. Soc., 90, p 562-65. 

 
USACE, 2009: Water Resource Policies and Authorities Incorporating Sea-Level Change 

Considerations in Civil Works Programs, CECW-CE Circular No. 1165-2-211, Department 
of the Army, U.S. Army Corps of Engineers, Washington D.C., 1 July 2009, 26pp. 

 
NOAA, 2009:  Annual report series 2003 - 2007, the  Ocean Observing System for Climate, 

NOAA Office of Climate Observation, Silver Spring, MD.   [available on line at: 
http://www.oco.noaa.gov/index.jsp] 

 
Sweet, W., C. Zervas, and S. Gill, 2009:  Elevated East Coast Sea Level Anomaly: June-July, 

2009.  NOAA Technical Report NOS CO-OPS 051,  30pp. 
 
Szabados, M., 2008: Understanding Sea Level Change, American Congress on Surveying and 

Mapping Bulletin No. 236, December 2008, p 10-14. 
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6. Appendix 1. Global Climate Reference Stations with Completed CO-OPS Sea 
Level Analysis (including 45 U.S. stations). 

 
Linear mean sea level (MSL) trends and 95% confidence intervals (in mm/yr) 
Source of data:  PSMSL and NOAA; Analysis: NOAA 
Station Name First Year Last Year Year Range 

MSL 
Trend 

95% Confidence 
Interval (+/-) 

Reykjavik, Iceland 1956 2001 46 2.34 0.71 
Barentsburg, Norway 1948 2006 59 -2.99 0.67 
Murmansk, Russia 1952 2006 55 3.92 1.00 
Narvik, Norway 1928 2001 74 -3.09 0.59 
Heimsjo, Norway 1935 2006 72 -1.61 0.40 
Maloy, Norway 1945 2006 62 0.93 0.52 
Bergen, Norway 1883 2001 119 -0.52 0.23 
Stavanger, Norway 1881 2006 126 0.42 0.21 
Oslo, Norway 1885 2006 122 -4.53 0.34 
Smogen, Sweden 1911 2007 97 -1.92 0.27 
Goteborg, Sweden 1887 2003 117 -1.30 0.36 
Klagshamn, Sweden 1929 2007 79 0.53 0.48 
Kungholmsfort, Sweden 1887 2007 121 0.00 0.27 
Landsort, Sweden 1887 2007 121 -2.85 0.32 
Stockholm, Sweden 1889 2003 115 -3.94 0.35 
Ratan, Sweden 1892 2007 116 -7.75 0.41 
Furuogrund, Sweden 1916 2007 92 -8.17 0.61 
Kemi, Finland 1920 2006 87 -7.01 0.67 
Oulu/Uleaborg, Finland 1889 2006 118 -6.38 0.43 
Raahe/Brahestad, Finland 1922 2006 85 -6.81 0.71 
Pietarsaari/Jakobstad, Finland 1914 2006 93 -7.32 0.61 
Vaasa/Vasa, Finland 1883 2006 124 -7.36 0.36 
Kaskinen/Kasko, Finland 1926 2006 81 -6.54 0.73 
Mantyluoto, Finland 1910 2006 97 -5.96 0.53 
Turku/Abo, Finland 1922 2006 85 -3.71 0.66 
Degerby, Finland 1923 2006 84 -3.77 0.64 
Hanko/Hango, Finland 1887 1997 111 -2.76 0.42 
Helsinki, Finland 1879 2001 123 -2.41 0.37 
Hamina, Finland 1928 2006 79 -1.03 0.85 
Daugavgriva, Latvia 1872 1938 67 0.16 0.99 
Liepaja, Latvia 1865 1936 72 0.88 0.72 
Kaliningrad, Russia 1926 1986 61 1.84 0.89 
Warnemunde, Germany  1855 2005 151 1.20 0.12 
Wismar, Germany 1848 2003 156 1.38 0.10 
Gedser, Denmark 1898 2006 109 0.94 0.19 
Kobenhavn, Denmark 1889 2006 118 0.49 0.21 
Hornbaek, Denmark 1898 2006 109 0.25 0.23 
Korsor, Denmark 1897 2006 110 0.75 0.19 
Slipshavn, Denmark 1896 2006 111 0.93 0.17 
Fredericia, Denmark 1889 2006 118 1.03 0.12 
Aarhus, Denmark 1888 2006 119 0.56 0.12 
Frederikshavn, Denmark 1894 2006 113 0.16 0.16 
Hirtshals, Denmark 1892 2006 115 -0.20 0.22 
Esbjerg, Denmark 1889 1997 109 1.05 0.31 
Cuxhaven, Germany 1843 2002 160 2.44 0.17 
Aberdeen, UK 1862 2003 142 0.66 0.10 
North Shields, UK 1895 2003 109 1.88 0.16 
Sheerness, UK 1832 2006 175 1.64 0.10 
Newlyn, UK 1915 2003 89 1.71 0.20 
Brest, France 1807 2000 194 1.00 0.08 
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Linear mean sea level (MSL) trends and 95% confidence intervals (in mm/yr) 
Source of data:  PSMSL and NOAA; Analysis: NOAA 
La Coruna, Spain 1943 2006 64 1.31 0.47 
Cascais, Portugal 1882 1993 112 1.27 0.15 
Lagos, Portugal 1908 1999 92 1.50 0.24 
Marseille, France 1885 2000 116 1.20 0.16 
Genova, Italy 1884 1997 114 1.20 0.14 
Trieste, Italy 1905 2001 97 1.15 0.22 
Tuapse, Russia 1917 2002 86 2.24 0.65 
Ponta Delgada, Portugal 1978 2005 28 2.55 1.09 
Tenerife, Spain 1927 1999 73 1.53 0.31 
Takoradi, Ghana 1929 1970 42 3.35 0.50 
Walvis Bay, Namibia 1958 1998 41 0.33 1.44 
Simons Bay, South Africa 1957 2007 51 1.59 0.28 
Port Elizabeth, South Africa 1978 2007 30 3.13 1.40 
Durban, South Africa 1971 2007 37 0.63 0.62 
Aden, Yemen 1879 1969 91 1.23 0.20 
Karachi, Pakistan 1916 1994 79 0.48 0.53 
Mumbai/Bombay, India 1878 1994 117 0.74 0.12 
Cochin, India 1939 2004 66 1.37 0.32 
Chennai/Madras, India 1916 2003 88 0.31 0.41 
Vishakhapatnam, India 1937 1996 60 0.54 0.52 
Ko Taphao Noi, Thailand 1940 2006 67 0.49 1.06 
Ko Lak, Thailand 1940 2002 63 -0.48 0.26 
Macau, China 1925 1985 61 0.25 0.50 
Xiamen, China 1954 2002 49 1.02 0.60 
Yuzhno Kurilsk, Russia 1948 1994 47 2.74 0.62 
Mera, Japan 1931 2001 71 3.66 0.24 
Aburatsubo, Japan 1930 1999 70 3.33 0.27 
Kushimoto, Japan 1957 2007 51 3.09 0.62 
Hosojima, Japan 1930 2007 78 -0.53 0.32 
Tonoura/Hamada, Japan 1894 2002 109 0.38 0.24 
Wajima, Japan 1930 1999 70 -0.80 0.26 
Manila, Philippines 1901 1969 69 1.78 0.35 
Legaspi, Philippines 1947 2005 59 5.22 0.80 
Davao, Philippines 1948 2005 58 5.32 1.30 
Jolo, Philippines 1947 1996 50 0.19 1.12 
Townsville, Australia 1959 2006 48 1.11 0.44 
Newcastle, Australia 1925 1988 64 2.19 0.48 
Sydney, Australia 1886 2003 118 0.59 0.11 
Fremantle, Australia 1897 2003 107 1.48 0.27 
Auckland, New Zealand 1903 2000 98 1.29 0.20 
Wellington, New Zealand 1944 2005 62 2.41 0.35 
Lyttelton, New Zealand 1924 2000 77 2.36 0.29 
Guam, Marianas Islands 1948 1993 46 -1.05 1.72 
Chuuk, Caroline Islands 1947 1995 49 0.60 1.78 
Kwajalein, Marshall Islands 1946 2006 61 1.43 0.81 
Wake Island 1950 2006 57 1.91 0.59 
Pago Pago, American Samoa 1948 2006 59 2.07 0.90 
Midway Atoll 1947 2006 60 0.70 0.54 
Johnston Atoll 1947 2003 57 0.75 0.56 
Honolulu, USA 1905 2006 102 1.50 0.25 
Hilo, USA 1927 2006 80 3.27 0.35 
Adak Island, USA 1957 2006 50 -2.75 0.54 
Seward, USA 1964 2006 43 -1.74 0.91 
Sitka, USA 1924 2006 83 -2.05 0.32 
Ketchikan, USA 1919 2006 88 -0.19 0.27 
Prince Rupert, Canada 1909 2006 98 1.09 0.27 
Vancouver, Canada 1910 1999 90 0.37 0.28 
Victoria, Canada 1909 1999 91 0.80 0.25 
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Linear mean sea level (MSL) trends and 95% confidence intervals (in mm/yr) 
Source of data:  PSMSL and NOAA; Analysis: NOAA 
Tofino, Canada 1909 2006 98 -1.59 0.32 
Neah Bay, USA 1934 2006 73 -1.63 0.36 
Friday Harbor, USA 1934 2006 73 1.13 0.33 
Seattle, USA 1898 2006 109 2.06 0.17 
Astoria, USA 1925 2006 82 -0.31 0.40 
Crescent City, USA 1933 2006 74 -0.65 0.36 
San Francisco, USA 1897 2006 110 2.01 0.21 
Los Angeles, USA 1923 2006 84 0.83 0.27 
La Jolla, USA 1924 2006 83 2.07 0.29 
San Diego, USA 1906 2006 101 2.06 0.20 
Balboa, Panama 1908 1996 89 1.38 0.27 
Buenaventura, Colombia 1941 1969 29 0.96 1.22 
La Libertad, Ecuador 1948 2003 56 -1.22 0.97 
Antofagasta, Chile 1945 2006 62 -0.75 0.48 
Puerto Deseado, Argentina 1970 2002 33 -0.06 1.93 
Puerto Madryn, Argentina 1944 2000 57 1.50 0.79 
Quequen, Argentina 1918 1982 65 0.85 0.31 
Buenos Aires, Argentina 1905 1987 83 1.57 0.30 
Montevideo, Uruguay 1938 1995 58 1.21 0.69 
Cananeia, Brazil 1954 2006 53 4.20 0.63 
Cartagena, Colombia 1949 1992 44 5.31 0.37 
Cristobal, Panama 1909 1980 72 1.41 0.22 
Galveston Pier 21, USA 1908 2006 99 6.39 0.28 
Pensacola, USA 1923 2006 84 2.10 0.26 
Key West, USA 1913 2006 94 2.24 0.16 
Bermuda 1932 2006 75 2.04 0.47 
Mayport, USA 1928 2006 79 2.40 0.31 
Fernandina Beach, USA 1897 2006 110 2.02 0.20 
Fort Pulaski, USA 1935 2006 72 2.98 0.33 
Charleston, USA 1921 2006 86 3.15 0.25 
Wilmington, USA 1935 2006 72 2.07 0.40 
Sewells Point, USA 1927 2006 80 4.44 0.27 
Washington, USA 1924 2006 83 3.16 0.35 
Annapolis, USA 1928 2006 79 3.44 0.23 
Baltimore, USA 1902 2006 105 3.08 0.15 
Philadelphia, USA 1900 2006 107 2.79 0.21 
Atlantic City, USA 1911 2006 96 3.99 0.18 
Sandy Hook, USA 1932 2006 75 3.90 0.25 
The Battery, USA 1856 2006 151 2.77 0.09 
Kings Point/Willets Point, USA 1931 2006 76 2.35 0.24 
Newport, USA 1930 2006 77 2.58 0.19 
Woods Hole, USA 1932 2006 75 2.61 0.20 
Boston, USA 1921 2006 86 2.63 0.18 
Portland, USA 1912 2006 95 1.82 0.17 
Eastport, USA 1929 2006 78 2.00 0.21 
Saint John, Canada 1914 1999 86 2.75 0.33 
Halifax, Canada 1895 2002 108 3.16 0.15 
Pointe-Au-Pere, Canada 1900 1983 84 -0.36 0.40 
Quebec, Canada 1910 2006 97 -0.17 0.49 
Neuville, Canada 1914 2006 93 0.17 0.79 
Argentine Islands, Antarctica 1958 2006 49 1.72 0.49 
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1. Abstract 
 
The goal of this add-task project is to evaluate on a quarterly basis how well the Global Ocean 
Observing System is satisfying the requirement to sample surface currents, and to quantify the 
potential bias in satellite-based surface currents as a function of the observing system 
configuration.  In FY09, we produced and distributed the reports on a quarterly basis, and made 
progress towards quantifying satellite bias.  Rapid progress in quantifying this bias has been 
impeded by a specific problem identified in this study: the wind (or wave) driven motion appears 
to significantly exceed the published parameterization of this motion in regions such as the 
Southern Ocean and the North Pacific.  We are addressing this in an informal collaboration with 
Nikolai Maximenko (Univ. Hawaii), and anticipate an improved parameterization of this motion 
will be an outcome of this study.  
 
2. Project Summary 
 
The Integrated Ocean Observing System (IOOS) includes an array of moored and drifting buoys 
that measure SST and near-surface currents throughout the world’s oceans.  The success of the 
IOOS in resolving SST variations and reducing satellite SST bias is quantified in a quarterly 
report (Zhang et al., 2004).  However, until this project was initiated, no comparable evaluation 
was performed for surface currents even though surface currents carry massive amounts of heat 
from the tropics to subpolar latitudes, leading (and potentially improving prediction of) SST 
anomalies.  Current anomalies can also be an early indicator of phase shifts in the ENSO, NAO, 
and possibly other climate cycles.  The GOOS/GCOS (1999) report specified that the IOOS 
should resolve surface currents at 2 cm/s accuracy, with one observation per month at a spatial 
resolution of 600 km.  There is currently no requirement for potential satellite bias in surface 
currents. 
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The goal of this project is to maintain a quarterly “Observing System Status Report for Surface 
Currents”, which evaluates how well the IOOS satisfied the GOOS/GCOS requirements, and 
evaluate the evolution of the globally averaged potential satellite bias.  This product is being 
used as a guide for future drifter deployments in conjunction with NOAA/AOML’s Drifter 
Operations Center, a branch of the Global Drifter Program, and may demonstrate where future 
moored observations are necessary in order to meet these requirements.   
 
Many researchers routinely calculate surface currents from satellite observations of wind and 
altimetry.  As an example, geostrophic currents derived from blended satellite altimetry fields are 
estimated at AOML and posted daily in near-real time1.  However, careful, quantified 
comparison with the in-situ observations has only been published for a few regions such as the 
Kuroshio Extension (Niiler et al., 2003).  Prior to this project, no one had performed this 
comparison globally using non-interpolated altimetry, and the observing system had not been 
evaluated in this context. 
 
3. Accomplishments 
 
Near-real time drifter data is obtained at weekly resolution from the Global Drifter Program’s 
drifter Data Assembly Center (DAC).  The DAC identifies drifters which have run aground or 
been picked up, and removes these from the data stream.  The DAC separate maintains a 
metadata file documenting the drogue-off date (date when each drifter lost its sea anchor).  When 
a drifter has lost its drogue, it is significantly affected by direct wind forcing and no longer 
satisfies the GOOS/GCOS quality requirement for surface current measurement accuracy.  We 
thus eliminate drogue-off drifters from our analysis.   
 
Moored current measurements are collected by near-surface point acoustic meters on the 
Tropical Atmosphere-Ocean (TAO) array in the Pacific, the Prediction and Research moored 
Array in the Tropical Atlantic (PIRATA), the sustained array of ATLAS moorings in the tropical 
Indian Ocean (RAMA), the Kuroshio Extension Observatory (KEO) mooring at 32.3ºN, 144.5ºE 
and the PAPA mooring at 50°N, 145°W.  Currents at daily resolution are downloaded from the 
TAO Project Office at PMEL each quarter to quantify the number of observations at each site, 
and the TAO office separately provides a record of days of observations per site, per quarter.  
Each quarter, these independent measures are compared to ensure accuracy. 
 
The primary deliverable for this project is the Surface Current quarterly report.  In FY09 we 
produced and distributed these reports within two weeks of the end of each quarter.  Each report 
is e-mailed directly to CPO (contact D. Snowden) and also published on AOML’s “State of the 
Ocean” web page at http://www.aoml.noaa.gov/phod/soto/gsc/index.php.  The most recent FY09 
quarterly report (Fig. 1) presents the overall spatial coverage of surface curent measurements for 
that quarter (top right), the spatial distribution of success at meeting GOOS/GCOS requirements 
(bottom left, requirements stated in top left panel), and a time series showing the month-by-
month fraction of the world’s oceans that were measured at the resolution and accuracy stated by 
these requirements (bottom right). 
 
                                                 
1 http://www.aoml.noaa.gov/phod/altimetry/ 

http://www.aoml.noaa.gov/phod/soto/gsc/index.php


 
Fig. 1: FY09 Q4 (calendar Q3) report evaluating the IOOS’s performance for near surface current 
measurements. 

 
The percent of 5° squares with at least one observation per month has effectively reached a 
plateau since early 2008, at slightly over 60%.  Much of the shallow (too shallow for 15m 
drogued drifters) Indonesian Seas region remains unsampled, along with coastal divergent 
regions where drifters move rapidly away from the coast (e.g., the west coasts of Africa and 
South America, where drifters move into the convergent centers of the southern subtropical gyres 
which are heavily oversampled by the array).  Regions along the ice edge of the southern ocean, 
and in marginal seas such as the Caribbean and Bering, are also persistent gaps in the array. 
 
Evaluating potential satellite bias 
 
Potential satellite bias error can be calculated for surface current measurements in analogy to the 
process for SST measurements.  Satellite measurements are collected of intensity at various light 
frequencies, in particular infrared and microwave.  A model is used to convert these 
measurements to surface temperatures in degrees C.   Due to various biases that exist in the 
model, for example the influence of atmospheric dust, the resulting SST field can be significantly 
offset from actual SST.  In-situ observations can be used to reduce this maximum bias, which 
varies spatially, and the resulting globally-averaged potential satellite bias error is a function of 
the number and distribution of the observing network. 
 
For surface currents, models to convert satellite measurements to surface current estimates are 
less mature than with SST.  The most developed example is NOAA’s OSCAR, which includes 
both geostrophic and wind-driven components.  However, it is not immediately clear how to 
compare drifter measurements to OSCAR measurements, as differences may not necessarily be 
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due to biases in the OSCAR model.  In fact, analysis funded by this project points to biases in the 
in-situ drifter measurements at high wind speeds. 
 
As reported in last year’s progress report, our work has highlighted that the Ralph and Niiler 
(1999) parameterization (herafter RN99) of wind-driven motion was insufficient to parameterize 
the downwind motion in regions of strong wind and wave action.  In those regions, the 
downwind motion (derived using the method described above) significantly exceeded RN99.   
Assessing what this motion is, and properly parameterizing it, will greatly increase the value of 
the drifter velocity data in data assimilation efforts and allow for a proper quantification of 
potential satellite bias; ignoring these discrepancies will improperly project these errors onto the 
satellite bias, when in fact the error is due to the parameterization (this would be analogous to 
having an error in a parameterization scheme that extracts SST from microwave backscatter, and 
allowing this error to magnify the potential satellite bias in SST; the problem cannot be corrected 
by a reconfiguration of the observing system, as the bias calculation would imply, but rather a 
fixed parameterization).  To this end, in FY09 we have initiated collaboration with Nikolai 
Maximenko (Univ. Hawaii) who has derived an improvement upon RN99 with latitude-
dependent gain coefficients and offwind angles (related to the structure of the Ekman spiral) that 
reduce drifter-derived residuals in a least-squares sense (Fig. 2).  He has shared these coefficients 
with us, and we will be repeating our drifter/satellite comparisons employing this 
parameterization in FY10. 
 

 
Fig. 2: time-mean magnitude of directly wind-driven currents (“Ekman” currents, cm/s) derived 
using spatially varying coefficients from Nikolai Maximenko, applied to six-hourly wind 
observations in NCEP/NCAR reanalaysis v.1 and averaged over the period 2000—2008.  Values 
exceed the color scale in the tropics, and exceed estimate from the RN99 parameterization in the 
Southern Ocean and North Pacific. 

 
The PIs of this project, Lumpkin and Goni, also contribute the “Surface Currents” section for the 
State of the Ocean report using results generated in this study  (Lumpkin et al, 2009).  This year, 
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we invited Kathleen Dohan (Earth and Space Research, Seattle WA) in order to more strongly 
entrain NOAA’s OSCAR effort in this report. 
 
 
4. Education and Outreach 
 
R. Lumpkin represented the Global Drifter Program for visiting members of NOAA’s Buoy 
Recapitalization Plan on 10 March 2009, in which he emphasized the importance of the program 
remaining in a research laboratory due to issues such as properly understanding the water-
following characteristics of drifters and the relationship between in-situ and satellite-derived 
surface current products (the subject of this add-task). 
 
 
5. Publications and Reports 
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1. Abstract 
 
The Global Carbon Data Management and Synthesis Project takes the raw data generated by the 
three primary OCO carbon observing networks (CLIVAR/CO2 Repeat Hydrography, Underway 
CO2, and Moored CO2) and processes these data into meaningful products that can be used by 
other researchers and the public. We are also working with the international research community 
to assemble high-quality ocean carbon data that has not been previously accessible to the public. 
By developing sophisticated web-based tools, we hope to make these products easy for non-
specialists to examine and understand. The data products are focused on two complimentary 
approaches for studying the role of the oceans in the global carbon cycle: surface ocean carbon 
changes (ocean carbon uptake) and interior ocean carbon changes (ocean carbon storage). We are 
also working to understand the impact of the additional carbon stored in the ocean on marine 
ecosystems (ocean acidification). 
 
 



2. Project Summary 
 
The ocean plays a critical role in the global carbon cycle as it is a vast reservoir of carbon, 
naturally exchanges carbon with the atmosphere, and consequently takes up a substantial portion 
of anthropogenically-released carbon from the atmosphere. Although the anthropogenic CO2 
budget for the 1980s and 1990s, has been investigated in detail (Prentice et al., 2001), the 
estimates of the oceanic sink were not based on direct measurements of changes in the oceanic 
inorganic carbon.  
 
Recognizing the need to constrain the oceanic uptake, transport, and storage of anthropogenic 
CO2 for the anthropocene and to provide a baseline for future estimates of oceanic CO2 uptake, 
two international ocean research programs, the World Ocean Circulation Experiment (WOCE) 
and the Joint Global Ocean Flux Study (JGOFS), jointly conducted a comprehensive survey of 
inorganic carbon distributions in the global ocean in the 1990s (Wallace, 2001). After 
completion of the US field program in 1998, a five year effort – the Global Ocean Data Analysis 
Project (GLODAP) - was begun to compile and rigorously quality control the US and 
international data sets including a few pre-WOCE data sets in regions that were data limited 
(Key et al., 2004). These data have greatly improved our understanding of the spatial 
distributions of natural and anthropogenic carbon in the ocean and are being used to examine the 
mechanistic controls on ocean carbon distributions. 

  
The single snapshot of the ocean provided by the GLODAP data set is not ideal for 
understanding the temporal patterns of variability in ocean uptake and storage. The most 
important component of an assessment of ocean biogeochemical change, whether of natural or 
anthropogenic origin, is high-quality observations. The WOCE/JGOFS data set provides an 
important point of reference for ocean carbon studies, but many other useful data sets exist or are 
being collected which have not been analyzed in such a context because there has not been a 
coordinated effort to bring these data together and no data management system to make 
navigation and exploitation of these data convenient. For example, the NOAA Ocean Climate 
Observation’s Carbon Network (hydrographic sections, underway pCO2, and CO2 moorings) is a 
valuable contribution to the Global Ocean Observing System (GOOS) and Global Climate 
Observing System (GCOS).  It is not sufficient, however, simply to collect and archive the data, 
if we expect the data to improve our understanding of the global carbon cycle and the role of the 
ocean in climate change. Carbon scientists are the primary users of ocean carbon data. We must 
not only collect the data, but also turn them into meaningful products that decision makers and 
the public can use to make informed decisions about current and future CO2 emissions. 
 
The goal of the Global Carbon Data Management and Synthesis Project is to work together with 
the OCO carbon measurement projects as well as other national and international colleagues with 
high-quality ocean carbon data to take the fundamental carbon observations and turn them into 
products that are useful for scientists and the public for understanding the ocean carbon cycle 
and how it is changing over time. This effort ranges from ensuring that the observations are of 
the highest quality and are mutually consistent with each other to combining the observations 
into a common data set that is available and easy for the community to use and explore to 
evaluating the time rate of change in global ocean carbon uptake and storage. This project brings 

 FY2009 Annual Report: Global Carbon Data Management and Synthesis  Page 2 of 16 



together ocean carbon measurement experts, information technology experts and data managers 
to ensure the most efficient and productive processing possible for the OCO carbon observations. 
 
3. Scientific Accomplishments 
 
The OCO ocean carbon network makes two basic types of observations: surface CO2 
observations (with ships of opportunity and moorings) and water column carbon observations 
(with repeat hydrography cruises). The surface observations are aimed at understanding the 
exchange of CO2 across the air-sea interface (i.e. ocean carbon uptake). The interior ocean 
observations help quantify the ocean carbon inventory and how it is changing with time (i.e. 
ocean carbon storage). Uptake is not necessarily the same as storage, because ocean transport can 
move carbon that is removed from the atmosphere in one place and store that carbon in another 
place. Although the spatial and temporal patterns of carbon uptake may be different from the 
storage patterns, these two measures of the ocean carbon cycle are closely related to each other. 
Integrated over large enough time and space domains, the net uptake should be reconcilable with 
the storage. 
 
The Global Carbon Data Management and Synthesis Project addresses both observational 
approaches for understanding the role of the oceans in the global carbon cycle. Because surface 
observations are collected in a different manner and have different requirements for developing 
the final product than the repeat hydrography data, the data management and synthesis for these 
two data types is discussed separately. The activities and accomplishments for both data types in 
FY09 are discussed below. 
 
While the OCO ocean carbon network is primarily aimed at understanding the uptake and 
storage of ocean carbon, it also provides information on the consequences of that carbon on the 
chemistry of the oceans. When anthropogenic CO2 is absorbed by seawater chemical reactions 
occur that reduce both seawater pH and the concentration of carbonate ions in a process known 
as “ocean acidification”. The pH of ocean surface waters has already decreased by about 0.1 
units since the beginning of the industrial revolution (Caldeira and Wickett, 2003; Caldeira and 
Wickett, 2005), with a decrease of ~0.0018 yr-1 observed over the last quarter century at several 
open ocean time-series sites (Bates, 2007; Bates and Peters, 2007; Santana-Casiano et al., 2007).  
 
The OCO ocean carbon observations and subsequent synthesis efforts through this project have 
played a significant role in highlighting to the scientific community and the general public the 
importance of ocean acidification and its consequences on marine life. The advancements in our 
understanding in ocean acidification made through this project are discussed in a section 3.3 
below. 

 
 3.1. Surface Ocean CO2 

 
The surface ocean component of the Global Carbon Data Management and Synthesis Project 
involves continued processing of the carbon data generated from the OCO volunteer observing 
ships and moorings, working with Taro Takahashi (LDEO) to generate updates to his CO2 flux 
climatology, developing the algorithms to make seasonal CO2 flux maps using satellite 

 FY2009 Annual Report: Global Carbon Data Management and Synthesis  Page 3 of 16 



observations, and working with the international ocean carbon community on the Surface Ocean 
CO2 Atlas (SOCAT) project. Each of these is very briefly discussed below. 

 
Processing of New Data 
 
To conform to internationally agreed standards for the reporting of surface CO2 data, all of the 
historical AOML and PMEL CO2 data were reprocessed last year and resubmitted in the agreed 
upon format. As part of this effort AOML reanalyzed 4 year's worth of Skogafoss data 
accounting for temperature biases in the intake temperature of the ship, and have created annual 
files of 4 years of Explorer of the Seas, and 3 years of Ronald Brown data.  The annual files are 
mutually consistent and have data quality flags and metadata as recommended by the IOCCP. 
PMEL has also processed and submitted the data from their VOS and mooring instruments. 
During the 2009 fiscal year, PMEL received daily underway pCO2 data files via iridium satellite 
or e-mail from the following ships: Ka’imimoana, McArthur II, Miller Freeman, RV Revelle, RV 
Wecoma, RV Thompson, OOCL Tianjin, and Cap Van Diemen.  Improvements were made to 
diagnostic software written to create plots of fCO2, temperature, salinity, barometric pressure, 
pumps, water flow and gas flow.  The plots are posted on an internal website and are used as a 
diagnostic tool for data processing and quality control of the underway fCO2 data.  Data 
processing software has been streamlined and updated.  During the time in review, data from 19 
cruises were processed and submitted to CDIAC.  For more information see the underway 
carbon and moored CO2 OCO reports. 

 
Takahashi Climatology 
 
Synthesis Project investigators have been closely involved in the latest update of the Takahashi 
CO2 climatology which was published this year (Takahashi et al., 2009). The climatology gives 
the mean surface water pCO2 distribution over the global oceans in non-El Nino conditions with 
a spatial resolution of 4° (latitude) x 5° (longitude) for a reference year 2000. It is based upon 
about 3 million measurements of surface water pCO2 obtained from 1970 to 2006. The database 
used for this study is about 3 times as large as the 0.94 million used for our earlier paper 
(Takahashi et al., 2002). The net air-sea CO2 flux is estimated using the sea-air pCO2 difference 
and the air-sea gas transfer rate that is parameterized as a function of (wind speed)2 with a 
scaling factor of 0.24.  This is estimated by inverting the bomb 14C data using Ocean General 
Circulation models and the 1979-2005 NCEP-DOE AMIP-II Reanalysis (R-2) wind speed data.  

 
CO2 Flux Maps 
 
A new means of determining seasonal air-sea CO2 fluxes was developed as part of a NOAA 
Global Carbon Cycle project, but directly contributes to the OCO surface CO2 project. The flux 
map approach was developed to determine fluxes in near real-time (≈3-month lag) utilizing 
remotely sensed SST and wind products.  An interactive data and graphics retrieval system can 
be found at: http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph. It provides 
monthly fluxes from 1988 through 2009.  An example of a flux map is shown in figure 1. These 
maps represent a regular product that contributes to the annual reporting of the essential climate 
variables. 
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                 Fig 1.  An air-sea CO2 flux map for September 2009. 

 
Surface Ocean CO2 Atlas 
 
A significant effort for the Synthesis Project investigators over the last year has involved the 
Surface Ocean CO2 Atlas (SOCAT) project. This is an international effort to establish a global 
surface CO2 data set that would bring together, in a common format, all publicly available 
surface CO2 data for the surface oceans. This activity has been requested by many international 
groups for a number of years, and has now become a priority effort for the marine carbon 
community. The SOCAT data set already contains over 2100 cruises and over 9 million data 
points from 1968-2007. This data set will serve as a foundation upon which the community will 
evaluate the controls on air-sea CO2 fluxes and will continue to be a resource as the data base 
continues to grow in the future. 
 
The SOCAT data set is meant to serve a wide range of user communities and it is envisaged that, 
in the future, 2 distinct SOCAT data products will be made available: 1) a 2nd-level quality 
controlled, global surface ocean fCO2 (fugacity of CO2) data set following agreed procedures 
and regional review, and 2) a gridded product of mean monthly surface water fCO2 
concentrations on a 1° x 1° grid with no temporal or spatial interpolation. 
 
In FY2009 PMEL launched a special web portal to support the SOCAT project. The goal of the 
system is to facilitate the process of determining and applying 2nd level quality control ratings. 
Since March 2008, Jeremy Malczyk at PMEL has been working closely with SOCAT’s primary 
data manager, Benjamin Pfeil of the Bjerknes Centre for Climate Research, Bergen, Norway, to 
create the SOCAT web portal. This portal provides a centralized storage repository for SOCAT 
data files, visualization / analysis tools, and a logging system to collaboratively quality control 
the data. Access to the SOCAT site is currently restricted to contributing members, with the goal 
of fully open access when 2nd order quality control is completed and the dataset has been 
published at CDIAC.  
 



In order to keep track of changes to the SOCAT collection in a multi-user environment, a special 
repository is used to store the data files, metadata files, and auxiliary QC documents. This system 
automatically tracks changes to all data, metadata, and QC document files stored in the system, 
and ensures that nothing can be lost, overwritten, or deleted as multiple users contribute to and 
alter the repository. The state of the dataset at any earlier point can be recalled, allowing the 
evolution of SOCAT to be completely transparent once the dataset is publicly available.  

 
A Live Access Server (LAS) provides visualization and analysis tools for SOCAT. The main 
interface consists of an interactive (click and drag) map of all variables in the dataset with 
controls that allow scientists to constrain data selections by various parameters.  From the map, 
users can access fine grained analysis tools such as the property/property plot shown in figure 2. 
Data and metadata can be downloaded in user specified subsets, and links to external metadata 
are provided.  Additionally, the system manages quality control flags and comments set by 
scientists as they QC the data. 

Fig. 2 Property / property plot of fCO2 vs sea surface temperature. 
 
In March 2009, the SOCAT Pacific regional group held a meeting and workshop in Tsukuba, 
Japan. The group was split into several subgroups and worked through a prepared exercise 
indentifying suspected duplicate data in the collection. This proved to be an instructive activity 
for all concerned – scientists (data reviewers), data managers, and the system developers. The 
group provided useful feedback that was immediately used to improve the usability of the 
system. A key lesson learned at Tsukuba was that some cruise data would require a significant 
level of level 1 clean-up before it would be possible to begin level 2 QC. A final report for the 
Tsukuba meeting is available at http://ioc3.unesco.org/ioccp/FinalRpts/WR221_eo.pdf   
 
In late June 2009, a similar workshop was held at the University of East Anglia in Norwich, UK. 
Based upon feedback from Tsukuba many enhancements were added to the system to improve 
the user experience. In parallel the SOCAT data collection, itself, was updated by Benjamin Pfeil 
based upon problems identified in Tsukuba.  Version 1.3 was released and further QC resumed at 
this meeting. A dynamic (click a column to sort) table of likely cruise “crossovers”, points where 
cruises came close to one another in location and time, was included with links to dynamic maps 
showing those cruises in LAS (Fig 3). The final report for the Norwich meeting is available at 
http://ioc3.unesco.org/ioccp/FinalRpts/WR222_eo.pdf 
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Fig 3. Interactive cruise crossover plot. 
 
We are now in the process of developing a set of standard protocols that each of the regional 
groups should use to do their 2nd level QC checks. Once the protocols are established the 
regional groups will begin working through their analyses of the data. The International Ocean 
Carbon Coordination Project (IOCCP), chaired by C. Sabine (one of the Synthesis Project 
investigators), will continue to coordinate this activity and sponsor regional group meetings as 
necessary to complete the data evaluation. The goal is to develop a quality controlled data set 
that can be used for scientific analysis of surface ocean carbon variability and ocean carbon 
uptake. Once the initial synthesis is completed, additional data sets can be added and QCed on a 
regular basis so the data base is always current.  

 
 

 
The ocean interior component of the Global Carbon Data Management and Synthesis Project 
involves continued processing and assessment of the CLIVAR/CO2 Repeat Hydrography data, 
an international synthesis of high-quality carbon data for the period from GEOSECS to 
CLIVAR, and a global assessment of decadal changes in ocean carbon inventories. Each of these 
is discussed very briefly below. 

 
Processing Repeat Hydrography Data 

 
In FY2009 the data from the 2008 I6S cruise was processed for its post cruise quality assessment 
and submitted to CDIAC. The data from this year’s cruise, I5, have gone through their initial 
quality assessment checks and are currently being finalized. For more information see the Repeat 
Hydrography OCO report. 
 
Several of the recent Repeat Hydrography cruises have been examined for evidence of carbon 
inventory changes using either the multiple linear regression or isopycnal analysis approaches. 
For example, during the WOCE program, a north-south cruise line P18 in the eastern Pacific 
Ocean along 103oW– 110oW was occupied in January-April 1994.  This cruise line was 
reoccupied during the CLIVAR/CO2 Repeat Hydrography program in December 2007- February 
2008. To investigate the temporal changes in DIC from 1994 to 2007 along this cruise line, we 
analyzed the data obtained during these two time periods along the isopycnal surfaces with 
sigma-theta of 26.0, 26.2, 26.4, 26.6, 26.8, 27.0, 27.2, and 27.4. The results show insignificant 
changes in DIC in the equatorial region north of 15°S.  In contrast, higher DIC increases are 

3.2. Ocean Interior Carbon 



evident in the temperate region south of 15°S. The extra DIC has penetrated along isopycnal 27.0 
in the southern temperate region, while there is negligible penetration below 27.2 isopycnal 
surfaces. The estimated DIC increases vary for each isopycnal intervals, with increases from 6.9 
µmol kg-1 along the 27.0 isopycnal and 22.8 µmol kg-1 along the 26.0 isopycnal in this region.  
Using the mean depth of isopycnal surfaces between 20oS and 40oS, a mean DIC inventory 
change of 0.68 mol m-2 yr-1 is obtained for the south temperate region south of 15oS from 1994-
2007, which is equivalent to a CO2 increase rate of 1.12 µmol kg-1 yr-1. 

 
Global Synthesis of Interior Ocean Carbon Data 
 
For the last several years the Synthesis Project investigators have been actively involved in an 
international effort called CARINA to synthesize previously unavailable carbon data from the 
Atlantic, Arctic and Southern Oceans. The CARINA project officially ended this fiscal year and 
the parent program from the E.U., CarboOcean, is also over at the end of this year. This was an 
extremely important activity for the ocean carbon community with many scientific benefits such 
as: 
 
 Rescue of approximately 50 million Euro (estimate by A. Olsen) of European cruise data that 

would potentially have been lost otherwise. A large fraction of these data were in private 
holdings and the odds of public release without this effort are small. Equally important for 
the future, the quality of record keeping was significantly improved and many of the PIs 
involved now recognize the value obtained by early release. Since no one country can 
currently make measure the volume of data required for climate change science this 
paradigm shift is critical. We also have reason to believe that the current “data holding time” 
for Europe will soon match that of the U.S. and other CLIVAR participants. 

 Production of 3 large calibrated data products for the ocean community. The CARINA AMS 
product provides the community with the first high quality data set for the Arctic and Arctic 
marginal seas (Nordic Seas). These regions were almost totally unrepresented in GLODAP. 
Given the rate of change being reported for the Arctic, this data product will be extremely 
valuable as a baseline even though the data coverage for the Arctic-proper is still too sparse 
to accurately map. The CARINA ATL product more than doubles the number of data for the 
Atlantic over what is in GLODAP and extends the GLODAP coverage from 1996 up to 
~2003. The data density for the North Atlantic when GLODAP and CARINA-ATL are 
combined will allow significant improvement in the GLODAP property distribution maps for 
this area. The CARINA-SO data product approximately doubles the data available in 
GLODAP and extends the temporal coverage. We now have the beginning time series for 
several locations and much better coverage for the Weddell Sea and other critical regions. 
Each of the data products has been assigned a DOI via CDIAC with the entire CARINA team 
listed as author. CDIAC is also producing a numeric data package (NDP) with the same 
authorship that gives a very basic introduction to the data products. 

 The details of the CARINA work have been thoroughly documented in series of about 20 
papers which are being assembled for a special issue of Earth System Science Data (ESSD). 
R. Key, X.Lin and/or other members of this project (R. Wanninkhof, C. Sabine, D. Pierrot) 
are lead or co-authors on 13 of these papers. NOAA support is acknowledged in these 
documents. A couple of the papers are “published” and the remaining ones are in various 
stages of the review/publication sequence.  
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 Other CARINA participants (primarily T. Tanhua, C. Schirnick and S. van Heuven) 
developed software which allows semi-automation of the various secondary QC procedures 
developed in GLODAP and honed during CARINA. This technology has been transferred to 
Princeton (and implemented), to Japanese collaborators working on PICES and published on 
the CARINA web site. In addition, the web site development tools that made the CARINA 
collaboration possible are also now public.  These “tools” will be used for the PICES project 
and, with minor or no adaptation should greatly facilitate any similar future project. 

 
An example of the CARINA quality assessment and subsequently the proposed data adjustments 
is shown in figure 4. The Atlantic synthesis involved 98 cruises in the area from Greenland-
Iceland-Scotland Ridge to north of about 30°S. The analysis resulted in corrections in DIC data 
of 17 cruises.  

 

 
 
Fig 4.  Adjustment values obtained from the two inversion methods used in the CARINA analyses as a function of 
an arbitrary cruise number. The cruise tracks of the data compared is shown on the map to the right. No 
corrections were applied if the adjustments were less than 4 µmol kg-1. 

 
With the completion of the Atlantic, Arctic and Southern Ocean synthesis, our efforts are now 
moving into the Pacific. We have been working with the members of the North Pacific Marine 
Science Organization (PICES) to gather new data sets from the Pacific. At a recent PICES 
meeting in Jeju, South Korea more than 150 previously unreleased data sets, primarily from 
Japan, had been gathered in the data base. A decision was made to continue to look for additional 
data from the U.S., Canada, Korea and perhaps China and Russia to fill out the new data 
collection. Once the data have been assembled, the quality assessment will begin using 
techniques based on the latest CARINA synthesis. In the end, we expect to produce a global data 
set of quality controlled carbon data that is several times larger than the original GLODAP 
synthesis. 
 
Global Assessment of Decadal Changes in Ocean Carbon Storage 
 
This past summer a meeting was organized in Ascona, Switzerland by IMBER and SOLAS, two 
international ocean research programs, to assess “where we stand” and “what can we do” with 
respect to assessments of the ocean carbon storage changes over the last decade. The first global 
repeat hydrography decadal survey will be completed in 2012 and input will be needed within a 
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year for the next IPCC assessment report. The primary outcome was an agreement to try to work 
together to develop one coordinated assessment of the change in the global anthropogenic ocean 
carbon inventory since the WOCE/JGOFS synthesis. Change estimates would be “uniformly” 
calculated using the e-MLR method and based on comparison between recent CLIVAR and 
CARINA cruises relative to earlier cruises from GLODAP. This effort is just starting but will 
become increasingly important over the next year. 

 
 3.3.

     
 Ocean Acidification 

The uptake of anthropogenic CO2 by the global ocean induces fundamental changes in seawater 
chemistry that could have dramatic impacts on biological ecosystems in the upper ocean. 
Estimates based on the Intergovernmental Panel on Climate Change (IPCC) “business as usual” 
emission scenarios suggest that atmospheric CO2 levels could approach 800 ppm near the end of 
the century.  A component of the surface ocean and ocean interior studies described in the 
previous sections is an assessment of how ocean carbon changes are resulting in the acidification 
of the ocean. While this project does not replace the need for a comprehensive ocean 
acidification program, we are working to provide guidance on the potential magnitude of the 
expected chemical changes in the global ocean.  

 
For example, recent estimates from observational data and biogeochemical models for the ocean 
indicate that surface water pH will drop from a preindustrial value of about 8.2 to about 7.8 in 
the IPCC A2 scenario by the end of this century, increasing the ocean’s acidity by about 150% 
relative to the beginning of the industrial era (Feely et al., 2009). In contemporary ocean water, 
elevated CO2 will also cause substantial reductions in surface water carbonate ion 
concentrations, in terms of either absolute changes or fractional changes relative to pre-industrial 
levels. For most open-ocean surface waters, aragonite undersaturation occurs when carbonate ion 
concentrations drop below approximately 66 µmol kg-1. The model projections indicate that 
aragonite undersaturation will start to occur by about 2020 in the Arctic Ocean and 2050 in the 
Southern Ocean (Figure 5). By 2050 all of the Arctic is undersaturated with respect to aragonite, 
and by 2095 all of the Southern Ocean and parts of the North Pacific would become 
undersaturated.  For calcite, undersaturation occurs when carbonate ion drops below 42 µmol kg-

1. By 2095 most of the Arctic and some parts of the Bering and Chukchi Seas would become 
undersaturated with respect to calcite. However, in most of the other ocean basins the surface 
waters will still be saturated with respect to calcite, but at a level greatly reduced from the 
present.  
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Fig 5. Modeled decadal mean Ωarg at the sea surface (top, middle rows), centered around 1875, 1995, 2050, and 
2095. The solid black contour line indicates where Ωarg = 1. On (bottom left) data-based Ωarg at the sea surface, 
nominally for 1995, and (bottom right) the difference between the data-based and model-based 1995 fields. Note the 
different range of the difference plot in bottom right. Deep coral reefs are indicated by darker gray dots; shallow-
water coral reefs are indicated with lighter gray dots. White areas indicate regions with no data. 

 
 3.4. References 

 
Bates, N.R., 2007. Interannual variability of the oceanic CO2 sink in the subtropical gyre of the 

North Atlantic Ocean over the last 2 decades. J. Geophys. Res.-Oceans, 112(C9). 
 
Bates, N.R. and Peters, A.J., 2007. The contribution of atmospheric acid deposition to ocean 

acidification in the subtropical North Atlantic Ocean. Mar. Chem., 107(4): 547-558. 
 
Caldeira, K. and Wickett, M.E., 2003. Anthropogenic carbon and ocean pH. Nature, 425(6956): 

365-365. 
 
Caldeira, K. and Wickett, M.E., 2005. Ocean model predictions of chemistry changes from 

carbon dioxide emissions to the atmosphere and ocean. J. Geophys. Res.-Oceans, 110(C9). 
 
Feely, R.A., S.C. Doney and S.R. Cooley, 2009. Ocean acidification: present conditions and 

future changes in a high-CO2 world. Oceanography, in press. 
 
Santana-Casiano, J.M., Gonzalez-Davila, M., Rueda, M.J., Llinas, O. and Gonzalez-Davila, E.F., 

2007. The interannual variability of oceanic CO2 parameters in the northeast Atlantic 
subtropical gyre at the ESTOC site. Glob. Biogeochem. Cyc., 21(1). 

 

 FY2009 Annual Report: Global Carbon Data Management and Synthesis  Page 11 of 16 



Takahashi, T., et al. 2002. Global sea-air CO2 flux based on climatological surface ocean pCO2, 
and seasonal biological and temperature effects. Deep-Sea Res. Pt. II, 49(9–10), 1601–1623. 

 
Takahashi, T., et al. 2009. Climatological mean and decadal change in surface ocean pCO2, and 

net sea-air CO2 flux over the global oceans. Deep-Sea Res. II, 56(8–10), 554–577. 
 
4. Education and Outreach 
 
Synthesis Project investigators have been very active in educating the public about ocean carbon 
changes. Several of the PIs regularly teach graduate and undergraduate classes in ocean carbon 
chemistry. These classes incorporate the scientific results coming from this work. Several of the 
PIs have graduate students or post-docs that are exposed to the work accomplished through this 
project. Several of the Synthesis Project PIs also serve on a number of national and international 
science committees that help guide and coordinate ocean carbon research. Interactions with the 
general public include presentations to local schools, open public lectures (both in the US and 
abroad), public “webinars” (seminars broadcast as streaming video onto the web e.g. for World 
Oceans Day), laboratory tours for groups ranging from school kids to Congressional 
Representatives, and official congressional testimonies. We have also given numerous press 
interviews and have been quoted in printed and online media, radio, and television. 

 
The R/V Walton Smith is used by the University of Miami Department of Marine Science to 
provide undergraduate students with at sea experience in marine chemistry.  The pCO2 data 
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1. Abstract 
 
NOAA’s Office of Climate Observations (OCO) funds  researchers from NOAA laboratories  
Pacific Marine Environmental Laboratory (PMEL) and Atlantic Oceanographic and 
Meteorological Laboratory (AOML), as well as the Carbon Dioxide Information Analysis 
Center, Princeton University, University of California San Diego and the University of Miami to 
participate in a project to manage, synthesize and interpret data in an endeavor to understand 
how the ocean carbon cycle changes over time.  NOAA’s Office of Climate Observations (OCO) 
oversees this group project and recognizes the need for proper data management and synthesis. 
 
University of Miami students participate in National Science Foundation (NSF) and NOAA 
cruises to make pCO2, TA and pH  measurements in the World Oceans.  The data is gathered, 
and submitted to CDIAC in a prescribed format to become part of the global ocean observing 
system database.  As a member of this global carbon data management and synthesis project, 
Frank Millero, University of Miami participates in national and international planning efforts to 
evaluate and improve the global ocean observing system.  The principal investigators of this 
multi institutional project gather data and bring it together.  They collaborate to discuss and 
provide tools and methods to manage the data, insure accuracy and facilitate easy access. 
 
2. Project Summary 
 
Most of the approaches used to estimate anthropogenic CO2 in the oceans are based on 
assumptions of steady state circulation and constant biology. It is becoming increasingly 
apparent that these assumptions may not hold in a global change environment. The most 
important component of an assessment of ocean biogeochemical change, whether of natural or 
anthropogenic origin, is high-quality observations. The WOCE/JGOFS data set provides an 



important point of reference for ocean carbon studies. Many other useful data sets have not been 
analyzed in such a context, because there has not been a coordinated effort to bring these data 
together and no data management system to make navigation and exploitation of these data 
convenient.  
 
The NOAA Office of Climate Observation’s Carbon Network (hydrographic sections, underway 
pCO2, and CO2 moorings) is a valuable contribution to the Global Ocean Observing System 
(GOOS) and Global Climate Observing System (GCOS).  It is not sufficient, however, simply to 
collect and archive the data, if we expect the data to improve our understanding of the global 
carbon cycle and the role of the ocean in climate change.  
 
Recognizing the need for proper data management and synthesis, NOAA’s Office of Climate 
Observations (OCO) has funded several projects to manage and perform an initial interpretation 
of the data collected from the Carbon Network. In FY07 several of these projects were merged 
into one management and synthesis project. The goal of the Global Carbon Data Management 
and Synthesis Project is to work together with the OCO carbon measurement projects to take the 
fundamental carbon observations and turn them into products that are useful for scientists and the 
public for understanding the ocean carbon cycle and how it is changing over time. This effort 
ranges from ensuring that the observations are of the highest quality and are mutually consistent 
with each other to combining the observations into a common data set that is available and easy 
for the community to use and explore to evaluating the time rate of change in global ocean 
carbon uptake and storage. This project brings together ocean carbon measurement experts, 
information technology experts and data managers to ensure the most efficient and productive 
processing possible for the OCO carbon observations. 

 

 
3. Scientific Accomplishments 
 
 
By establishing high standards consistent throughout the oceanographic community, 
measurements can be interpreted and definitions and standards can be established to interpret the 
changes in the world oceans.  As a result of the standardized measurements from the Climate 
Variability (CLIVAR) and Volunteer Observing Ships (VOS) cruises, several publications have 
resulted.  They are listed in the references below. 
 
Instrumentation on VOS tracks changes in the carbonic acid system in the oceans.  The 
measurements indicate that ocean acidification could play an important role in the basic 
biological and geochemical processes in future decades (Gledhill et al., 2008). 
 
Onboard measurements on cruises in the Little Bahama Bank examined the distribution of the 
components of the carbonic acid system.  Satellite observations show the presence of extensive 
whitings in this area.  Major changes in the water chemistry inside the whitings versus the 
surrounding water indicates calcium carbonate precipitation on resuspended carbonate sediments  
from underlying sediments (Bustos-Serrano, et al. 2009). 
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In an Ocean Science publication, a model is developed that can accurately simulate surface 
properties of seawater and thereby give a better understanding of seawater chemistry (Marion et 
al., 2009).  Millero and Huang (2009) have made new measurements to expand the equation of 
state of seawater to a wider range of temperature and absolute salinity.  A new equation of state 
has been used to calculate a number of thermal and caloric parameters.  Safarov et al. (2009) 
present new (p, p. T) measurements for standard seawater samples over the extended temperature 
interval (T=(273.14 to 468.06)K and for pressure up to p=140 Mpa.  The results are used to 
derive an equation of state of seawater that is valid for higher temperatures and pressures than 
previously possible.  The new equation of state puts all of the physical properties in one 
equation.  This makes it convenient for modelers to calculate various properties of seawater. 
 
Spectroscopic measurements of the pH in NaCl brines were made by Millero et al. (2009) in an 
article in Geochimica et Cosmochimica Acta.  In another publication, South Pacific Ocean 
waters were examined on the P18 CLIVAR (Climate Variability and Predictability) cruise to 
determine the effect of composition on the density of the waters (Millero et al., 2009). 
 
Wilson et al. (2009) examine the contribution of fish to the marine inorganic carbon cycle.  
Considering estimates of global fish biomass, an estimate has made that suggests that marine fish 
contribute 3 to 15% of total oceanic carbonate production.  This is significant because the 
oceans’ calcium carbonate controls the delicate pH balance of seawater.  These finding highlight 
how little is known about some aspects of the marine carbon cycle, which is undergoing rapid 
change as a result of global CO2 emissions. 
 
Millero (2010) published a paper on the carbonate constants for estuarine waters.  Another by 
Millero and DiTrolio (2010) will be published in October on the effects of ocean acidification 
due to CO2 dissolution in Elements. 
 
A RSMAS cruise report on the pH and total alkalinity measurements in the Pacific Ocean P18 
was prepared and the data was sent to CDIAC for standardization of all measurements (Millero 
et al., 2008d).  CDIAC has prepared a report from all the participating investigators on the 
chemical data obtained during the R/V Knorr Repeat Hydrography Cruises in the North Atlantic 
Ocean during 2003.  The report is a compilation of all the data obtained during the cruise and 
briefly describes the methods of obtaining data consistent with community standards, issues with 
the data and the resulting quality data.   
 
 
4. Education and Outreach 
 
The R/V Walton Smith is used by the University of Miami Department of Marine Science to 
provide undergraduate students with at sea experience in marine chemistry.  The pCO2 data 
collected during these cruises are used by the students in exercises designed to introduce them to 
the collection and analysis of oceanographic data, and the preparation of a cruise data report. 
 
Investigators presented public lectures, and are members of national and international steering 
committees.  Numerous students have participated in this project and have been partially 
supported by NOAA grants to Frank J. Millero. 



Chairman 
Mareva Chanson; Ph.D., 2009 
Michael Trapp; Ph.D., 2009 
Héctor Bustos Serrano, Ph.D., in progress 
Jason Waters, Ph.D., in progress 
Ryan Woosley, Ph.D., in progress 
Benjamin Ditrolio, Ph.D., in progress 
 
Committee Member 
Jonathan Blanchard, Ph.D., 2009 
Derek Manzello, Ph.D., in progress 

Edward Mager, Ph.D., in progress 
Corrine Hartin, Ph.D., in progress 
María E. González, Ph.D., 2009 (outside 
Committee Member, Universidad  
     Nacional de Colombia, Bogotá, 
Columbia) 
Andreas Felix Hofmann, Ph.D., 2009 

(outside Committee Member, Utrecht 
University,  The Netherlands) 

Remy Okazaki, Ph.D., in progress 

 
Short Term Visiting International 
Scholars  
Gabriele Lando, 2008-09 
Andres Suarez, 2008-09 
Giuseppe Manfredi, 2009-10 
 

Undergraduate Fellowships 
Alexander Abrams, University of Miami, 
2006-2008 
Nancy Williams, University of Miami, 
2006-2008 
W. Schultz, University of Miami, 2009 

 
National and International Committees 
 
GEOC Medal Committee Chair   2008 
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The National Academies           2009-10 
  Committee on the Development of an integrated 
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Invited Lecturer: 
 
Presentation at Symposium in Honor of Frank J. Millero’s 70th Birthday, F.J. Millero and R.J. 
Woosley, Hydrolysis of Al(III) in NaCl solutions: A model for Fe(III), 237th ACS National 
Meeting, Salt Lake City, UT, March 22-26, 2009.  
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Messina, Messina, Italy, July 9, 2009. 
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5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Carbonate System Refereed Journal Articles (with full and partial support from NOAA). 
 

Gledhill, D. K., R. Wanninkhof, F. J. Millero, M. Eakin, 2008: Ocean Acidification of the greater 
Caribbean region 1996-2006. J. Geophys. Res. 113, C10031, Doi: 10.1029/2007JC004629.  

 
Bustos-Serrano, H., J. W. Morse, and F. J. Millero, 2008: The formation of whitings on the Little 

Bahama Bank. Mar. Chem., 113, 1-8, 2009, doi:10.1016/j.marchem.2008.10.006.  
 
Marion, G. M., F. J. Millero, and R. Feistel, 2009: Precipitation of solid phase calcium 

carbonates and their effect on application of seawater SA-T-P models. Ocean Sci., 5, 285-
291, 2009, www.ocean-sci.net/5/285/2009/. 

 
Millero, F. J.,  and F. Huang, 2009: The density of seawaters as a function of salinity (5 to 70 g 

kg-1) and temperature (273.15 to 363.15K). Ocean Sci., 5, 91-100.  
 
Millero, F. J., B. Ditrolio, A.F. Suarez, and G. Lando, 2009: Spectroscopic measurements of pH 

in NaCl. Geochem. Cosmochim. Acta, 73, 3109-3114.  
 
Millero, F. J., F. Huang, N. Williams, J. Waters and R. Woosley, 2009. The effect of 

composition on the density of South Pacific Ocean waters. Mar. Chem., 114, 56-62.  
 
Safarov, J., F. Millero, R. Feistel, A. Heintz, and E. Hassel, 2009: Thermodynamic properties of 

standard seawater:  Extensions to high temperatures and pressures. Ocean Sci. 6, 689-722.  
 
Wilson, R. W., F. J. Millero, J. R. Taylor, P. J. Walsh, V. Christensen, S. Jennings, and M. 

Grosell, 2009: Contribution of fish to the marine inorganic carbon cycle. Science, 323, 359-
362, DOI: 10.1126/science.1157972. 

 
F.J. Millero, Carbonate constants for estuarine waters, Mar. Freshwater Res., 61, 139-142,  DOI: 

10.1071/MF09254, 2010.  
 
Millero, F.J. and B. DiTrolio, The effects of ocean acidification due to CO2 dissolution, 

Elements, 6(5), in press to be published October 2010.  
 
Woosley, R. and F.J. Millero, The hydrolysis of Al(III) in NaCl solutions-A model for M(II), 

M(III) and M(IV) ions, Aquat. Geochem.,  16, 317-324, DOI: 10.1007/s10498-009-9075-2, 
2010. 
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Lando, C.A. Moore, 2008: Global Ocean Repeat Hydrography Study: pH and Total 
Alkalinity Measurements in the Pacific Ocean P18 15th December 2007-18/21 January 2008-
23 February 2008, University of Miami Technical Report, No. RSMAS-2008-03, 2008.  

 
Feely, R. A., C.L. Sabine, F.J. Millero, A.G. Dickson, R. A. Fine, C.A. Carlson, J. Toole, T.M. 

Joyce and W.M. Smethie, 2008: Carbon Dioxide, Hydrographic and Chemical Data Obtained 
During the R/V Knorr Repeat Hydrography Cruises in the North Atlantic Ocean:  CLIVAR 
CO2 Sections A20_2003 (22 September-20 October, 2003) and A22_2003 (23 October-13 
November 2003), ORNL/CDIAC-153, NDP-089.  

 
R. A. Feely, R. A., C. L. Sabine, F. J. Millero, A. G. Dickson, R. A. Fine, J. L. Bullister, D. A. 
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1. Introduction 
 
The ocean is the primary long-term sink for anthropogenic CO2 taking up, on average, 1.7-2.3 
Pg C yr-1, or about 25 % of the current annual release of anthropogenic CO2.  However, the 
oceanic uptake of CO2 is highly variable in time and space.  To be able to provide meaningful 
predictions of future atmospheric CO2 levels, including the possible feedbacks on oceanic partial 
pressure of CO2 (pCO2sw), in response to climate and global change a high priority is placed on 
determining  pCO2sw fields and the derived air-sea CO2 fluxes as part of the interagency US 
Ocean Carbon and Biogeochemistry Program (OCB).  This effort provides and interprets CO2 
flux maps using a combination of in situ observations of pCO2 from Ships of Opportunity 
(SOOP), pCO2 climatological data, and remotely sensed and assimilated sea surface temperature 
(SST) and wind products (NCEP II).  The work is based on the basic premise is that the spatial 
distributions of pCO2sw at monthly resolution can be established through simple regional 
correlations of pCO2sw with SST and other parameters that directly or indirectly control the 
pCO2sw dynamics in surface water.   This is a powerful approach to address the problem of 
interannual variability of pCO2sw that is inherently data limited.  The focus is on developing and 
validating methods to determine seasonal to interannual variability in the air-sea CO2 flux over 
the past three decades and to provide near real-time assessments of air-sea CO2 fluxes and 

gional flux anomalies. 
 

 

 

re
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2. Project Goals 
 
We are applying innovative methods to estimate seasonal to interannual air-sea CO2 fluxes 
utilizing the updated air sea CO2 climatology of Takahashi et al. (2009), the large observational 
database of surface pCO2 measurements from ships of opportunities and moorings from the 
SOCAT database (see, http://ioc3.unesco.org/ioccp/Synthesis.html), and winds to produce high-
resolution estimates of the fluxes.  The focus is on quantifying flux anomalies on seasonal to 
interannual timescale through determining regional algorithms of partial pressure of CO2 in 
seawater, pCO2sw, with remotely sensed and assimilated parameters.  The effort involves a basic 
research component of understanding the causes of the variability and its relationship to climate 
indices such as ENSO, and product delivery of monthly fluxes.  The product that is developed is 
an automated routine to estimate monthly air-sea CO2 fluxes within 3 to 6-months of present 
utilizing the "Reynolds" optimal interpolated SST  (Reynolds et al. 2007), and remotely sensed 
winds.  In addition, there is ongoing research on improving the estimates, the impact of changing 
inputs [e.g. when satellites sensors such as QuikSCAT cease to operate] and to develop a better 
mechanistic understanding of the controls on pCO2sw.  These research efforts are done in a 
systematic fashion that include using updated pCO2sw values, investigating the fidelity of the 
pCO2/SST relationships by region, utilizing improved remotely sensed, assimilation and in situ 
products.  The scope of the research has expanded from what was proposed in that this effort is 
providing partial support to serving a regional ocean acidification product (Gledhill et al., 2008).  
Furthermore, there is stronger collaboration with modeling groups and international efforts than 
originally proposed.  
 
The specific components of the effort as outlined in the proposal and current status, italicized, 
are as follows: 
 
1.  We have produced an automated routine to estimate monthly air-sea CO2 fluxes within 3 to 6-

months of present utilizing remotely sensed SST, wind and other relevant products obtained 
from NESDIS and NASA.  The monthly estimates are posted on the web for comparison, 
validation, and initializing of models.  This is now a routine deliverable that can be accessed 
through a graphical user interface  allowing selected data download and plots in time and  
space see: http://www.aoml.noaa.gov/ocd/gcc/TGeunHaFlux/ or 
http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph 
 

 2. The regional relationships of pCO2sw and SST based on the Takahashi pCO2sw climatology 
have been improved through an optimal linear regression analysis. The methodology has 
been validated by comparison with ongoing timeseries from moorings and Volunteer 
Observing Ships. We are now using the Takahashi et al. (2009) climatology and are 
performing a thorough comparison of results with current data. 

 
3.  The regional relationships of pCO2sw and SST have been re-assessed using the pCO2sw data 

obtained from the NOAA/OCO pCO2 projects and affiliated efforts.  In particular the 
algorithms in the Equatorial Pacific of Feely et al. (2006) have been updated to reflect the 
changing character of the ENSO. 

 

http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph
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4.   The method is validated with model output.  Our empirical model was tested using the output 
of a 3-D biogeochemical ocean general circulation model (GCM). Model outputs including 
ΔpCO2, pCO2SW, and SST are obtained from a multi-decade hindcast simulation (1982–
2006) conducted with the Community Climate System Model (CCSM) including an ocean 
biological-chemical module (BEC), the Biogeochemical Elemental Cycle model (Doney et 
al., 2009a, b, c). 

 
Details of the work done in the first three years of this effort are listed in the results and 
accomplishment section below. 
 
 
3. Method 
 
Determination of monthly fluxes  
 
For the quasi-operational product we are using the pCO2sw climatology described in Takahashi et 
al. (2009) and empirical relationships between pCO2 and SST that is described in detail in Park 
et al. (2006).  In short, the flux of CO2, FCO2 for every pixel and every month is calculated using 
the basic flux equation: 
 
FCO2 = k K0 (pCO2sw - pCO2air) 
 
Where k is the monthly mean gas transfer velocity, K0 is the solubility of CO2, pCO2sw is the 
estimated pCO2 in surface seawater using the ∂pCO2/∂SST algorithms The monthly pCO2sw 
for each latitude 4o  longitude 5o pixel for an individual year other than 2000 is estimated 
from  the  global  pCO2  climatology  from  Takahashi  et  al.  (2009),  together  with  global 
records of SST anomalies compared with  the climatology normalized  to  the year 2000  in 
the following manner: 
 
pCO2swym =[pCO2sw2000m + (pCO2sw/SST)2000m  SSTym2000m]  
 
where subscript "ym" is the year and month, and subscript "2000m" refers to the month in 2000. 
 
The flux in turn is determined from: 
 
 Fym = kym K0,ym {pCO2swym – pCO2AIR2000m} 
 
The solubility K0,ym is determined from monthly SST and climatological salinity using the 
solubility equations of Weiss (1974).  We estimate k from the 2nd moment of the wind and the 
coefficients proposed in Sweeney et al. (2007): 
 
 k =   0.26 * 2nd moment  (Sc/660)-0.5 
 
The 2nd moment is defined as ∑U10

2/ n, where U10 is the wind speed at 10 m height obtained 
from the NCEP II reanalysis product.  This procedure accounts for the variability in the wind.  
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The 0.26 coefficient is different from that first proposed by Wanninkhof (1992) based on an 
improved assessment of the global 14C inventory used to constrain the global gas transfer 
velocity and a different wind product than used in the original work (see, Sweeney et al., 2007). 
 
 
4. Results and Accomplishments 
 
The results and accomplishments are presented in terms of the objectives outlined in the 
proposal. 

A.  Produce an automated routine to quantify seasonal air-sea CO2 fluxes from remotely sensed 
SST and wind:  Following the procedures above and detailed in Park et al. (2006) a monthly 
flux product is served.  Based on user feedback,  we now provide anomaly maps, numerical 
tables for the full 26-years we produced in year 3.  Anomaly maps from 1980-2010 can be 
found  http://cwcgom.aoml.noaa.gov/erddap/griddap/aomlcarbonfluxes.graph.  

 
B. The regional relationships of pCO2sw and SST based on the Takahashi pCO2sw climatology 

will be improved: We updated our procedure to incorporate the updated climatology 
presented in Takahashi et al. (2009).  Furthermore we used a new wind speed product (NCEP 
II) and an updated gas exchange wind speed relationship (Wanninkhof et al., 2009) .   The 
unique algorithms between pCO2sw and SST for El Niño and Non-El Niño periods for 
different time periods in the Eastern Equatorial Pacific (10˚S-6˚N, 165˚E-280˚E) are updated 
from those of Feely et al., (2006).  Figure 2 shows the annual climatology as presented by 
Takahashi et al. (2009) along with the regional magnitude of interannual variability over the 
ocean.  The average air-sea CO2 flux over the past 26-years with this method is -1.48 ± 0.13 
Pg C yr-1.  The results show a strong correlation with the ENSO cycle, which confirms a 
central hypothesis of our proposal that large-scale climate reorganizations have a key effect 
on interannual variability of air-sea CO2 fluxes.  Figure 3 shows the pixels where the 
∂pCO2/∂SST relationships have changed from the previous climatology. Although the 
interannual variability globally has not changed appreciably between the two analyses, the 
regions of variability are appreciably different.  

 
C.  Reassessment of regional relationships of pCO2sw and SST based on the Takahashi pCO2sw 

climatology.  The central assumption of our approach that seasonal relationships between 
pCO2sw and SST are applicable to infer interannual variability in pCO2sw from interannual 
temperature anomalies is difficult to validate.  Based on sparse time series reasonable 
agreement was found at the HOT and BATS time series and in the Equatorial Pacific (Park et 
al. 2006).  In collaboration with Drs. S. Doney and I. Lima of WHOI we tested our approach 
using the output of the NCAR biogeochemistry model (Doney et al. 2009 a,b,c). The 
interannual variability of the model air-sea CO2 fluxes can, in this manner, be directly 
compared with our empirical method.  As shown in figure 4 there is very good agreement 
both in magnitude and phasing of interannual variability in this comparison.  The NCAR 
model shows an average net flux of -1.55 ± 0.17 Pg C yr-1 while applying our approach using 
the model output pCO2sw yields -1.49 ± 0.13 Pg C yr-1.  The largest differences are observed 
in the Southern Ocean where our approach underestimates variability.  
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D. Improve algorithms of ∂pCO2/∂SST.  In the previous studies, the seasonal pCO2SW-SST 
relationships were determined from monthly pCO2SW and SST values for three fixed time 
periods: January through April (Season 1), May through August (Season 2), and September 
through December (Season 3) (Lee et al., 1998; Park et al., 2006). Low correlations between 
pCO2SW and SST were found in several regions and seasons in those studies particularly in 
the South Indian and Southern oceans. When 3 fixed seasonal relationships are derived from 
the updated monthly pCO2SW climatology (Takahashi et al., 2009a), 62% of total grid cells 
for Season 1 show correlation coefficients lower than 0.5. When the optimum sub-annual 
approach is used for each grid cell, only 1% of total grid cells show correlation coefficients 
lower than 0.5 between SST and pCO2SW (Fig. S2). The mean correlation coefficient for the 
entire grid cells and all sub-annual periods is 0.83 ± 0.14 indicating that the low correlations 
in the previous approach are largely due to applying the criterion of fixed monthly 
boundaries. This suggests that SST change can reasonably characterize pCO2SW variability in 
most grid cells of the climatology on sub-annual scales. 

 
 
5. Publications 
 
Key manuscripts and products resulting from this work: 

 
Park, G.-H., R. Wanninkhof, S. C. Doney, T. Takahashi, K. Lee, R. A. Feely, C. Sabine, J. 

Triñanes, and I. Lima (2010), Variability of global air-sea CO2 fluxes over the last three 
decades, Tellus, Submitted. 

 
Park, G.-H., R. Wanninkhof, and J. Triñanes (2010), Procedures to create near real-time seasonal 

air-sea CO2 Flux Maps, 21 pp, Atlantic Oceanographic and Meteorological Laboratory, 
NOAA Technical Memorandum-98, OAR AOML, Miami. 

 
Graphical interface and website: http://www.aoml.noaa.gov/ocd/gcc/TGeunHaFlux/ 
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7. Figures and  Captions 
 
Figure 1.  Map of the air-sea CO2 flux February 2010 as estimated by  the technique developed 
in the study (left).  The right hand panel shows the anomaly for February   compared to the 
corresponding 26-year monthly average (1982-2008) for February. The figures show the large 
outgassing in the central and eastern  Equatorial Pacific but it appears as a negative anomaly 
compared to the mean  as expected due to the mild El Niño of 2009/2010.  
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Figure 2.   (a) Climatological air-sea CO2 flux map from Takahashi et al. (2009) and magnitudes 
of interannual variability determined by our method.  (plots provided by Dr. Geun-Ha Park, 
AOML/CIMAS) 
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Figure 3. Map showing for which pixels the ∂pCO2/∂SST relationships have changed between 
the Takahashi 1995 climatology and the Takahashi 2000 climatology which is now being used 
for our effort.  The pixels colored red  are those where the slope of the relationship changed signs 
in at least one of the seasons. (plots provided by Dr. Geun-Ha Park. AOML/CIMAS) 
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Figure 4.  Comparison  between the interannual variability of the NCAR model output (dashed 
line with open squares labeled "Prog[nostic] GCM"), with our approach applied to the NCAR 
pCO2sw output for year 2000 (solid with solid circles labeled "Diag[nostic] GCM").  The dashed 
line is the result of our empirical approach using the Takahashi et al (2009) climatology (plot as 
presented in  Park et al., 2010) 
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Figure 5. Seasonal maps providing the correlation coefficients of the ∂pCO2/∂SST relationships 
derived from the Takahashi 2000 climatology (Takahashi et al. 2009). For pixels where r2< 0.5 it 
is assumed that  there is no interannual variability in pCO2sw . (plots provided by Dr. Geun-Ha 
Park, AOML/CIMAS) 
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1. Abstract 
 
Monitoring global ocean uptake of CO2 using repeat hydrographic measurements consists 
largely of two tasks.  First, one must identify the anthropogenic component of the signal from the 
patchy changes in total carbon identified through repeat measurements.  Second, one must 
extrapolate the anthropogenic signal from transects to the basin scale.  In both cases, monitoring 
is complicated by variability in ocean circulation, and this manifests itself in two ways.  
Watermass anomalies involve changes in the mix of watermasses at individual points.  
Pycnocline anomalies involve the convergence or divergence of light waters at one point 
associated with the passage of planetary (Rossby and Kelvin) waves that are evident in remotely-
sensed altimetry data.  The first stage of our work has consisted of identifying the dynamical 
controls on natural carbon variability, both for observations and for ocean models.  More recent 
work focuses on applying this understanding to large scales.  Additional work has focused on 
Observing System Simulation Experiments (OSSEs) using state-of-the-art coupled climate 
models to identify the role of the seasonal cycle in modulating the rate of uptake of carbon by the 
ocean for IPCC-type scenario runs over the period 1861-2100. 
 
 
2. Project Summary 
 
Work continued towards development of a new method that would reduce uncertainty in 
estimates of the oceanic carbon uptake rate between the WOCE and CLIVAR decades.  As part 
of this project, I attended the symposium in Switzerland between July 13-17 2009 entitled 
“Decadal Variations of the Ocean’s Interior Carbon Cycle:  Synthesis and Vulnerabilities” 



(organized by Niki Gruber) at the Centro Stefano Franscini in Monte Verita.  In addition to a 
large number of participants from Europe and Japan, several NOAA scientists (Richard Feely, 
Christopher Sabine, and Rik Wanninkhof) as well as Robert Key from Princeton were in 
attendance. 
 
It was decided at the meeting that the assembled international group would initiate an effort to 
quantify the changing ocean carbon inventories on a timeframe so as to be included in the next 
IPCC report (AR5).  This would be done through a first effort to establish changing carbon 
inventories for each of the major basins between WOCE and CLIVAR, and then through a 
coordinated synthesis effort for the global estimate.  During the meeting, I agreed that in 
collaboration with Robert Key (Princeton) we would lead an effort for the important task of 
extrapolating anthropogenic carbon estimates from the individual transects to the basin scale.  
This work will be a natural extension of the work I am currently performing through the support 
of NOAA. 
 
Thus the intended user community for the new method we are developing would be not only 
NOAA researchers from the US (Richard Feely, Christopher Sabine, and Rik Wanninkhof), but 
also participating scientists from Europe, Japan, and Australia.   
 
 
3. Scientific Accomplishments 
 
During the past year, our publication on the relationship between altimetry and natural carbon 
variability in the ocean was revised and accepted [Rodgers et al., 2009]. 
 
A new Observing System Simulation Experiment (OSSE) was initiated to test the idea that 
detection of the uptake of anthropogenic carbon by the ocean over the 21st century will require 
resolving the seasonal cycle with measurements.  To this end, we have evaluated the response of 
two coupled ocean/atmosphere climate models that include the ocean carbon cycle under IPCC-
type perturbations.  The results have been compared to the signal found for model runs where 
there is only an 1860-control climate (natural variability for stationary 1860 conditions).  The 
main result is that the anthropogenic transient signal in air-sea CO2 fluxes projects differently 
onto summer and winter conditions in the extra-tropics.  This difference manifests itself as a 
large increase in the seasonal cycle for both DpCO2 and air-sea CO2 fluxes.  The changes in 
winter tend to be significantly larger than the changes in summer.  The large increase in 
seasonality is common to the two models examined thus far (the GFDL and IPSL coupled 
models).  However, the two coupled models exhibit significant differences in both their 
background pre-anthropogenic activity and their response to the anthropogenic climate 
perturbation. 
 
The sign of the response is such that summer-biased observationally-based estimates of ocean 
uptake of carbon will tend to underestimate the rate of uptake.  Having established the 
importance of the seasonal cycle for detection, current work is focused on developing a 
mechanistic understanding of the controls on changes in seasonality.  A manuscript describing 
this work is currently under development, and the plan is to submit this for publication by the 
end of the second year of funding (by June 2010).   
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Work has also begun on an analysis of the CORE-forced ocean model runs performed at GFDL 
by John Dunne using the MOM4-TOPAZ model.  As CORE is derived from the NCEP 
reanalysis product, the real world variations are represented in the CORE atmospheric boundary 
conditions.  In order to represent anthropogenic carbon in the ocean, two separate ocean 
simulations were performed, each with identically evolving physical state variables.  One run 
used the anthropogenic transient in atmospheric CO2 over the historical period (until 2005), 
while the other maintained constant pre-anthropogenic CO2 concentrations in the atmosphere.  
The anthropogenic carbon tracer is then defined as the difference in the carbon concentrations 
and fluxes between the two model runs. 
 
The initial focus of this work is the evaluation of the commonly used empirical eMLR method 
for detection of anthropogenic carbon in the ocean [Friis et al., 2005].  A previous modeling 
study [Levine et al., JGR Oceans, 2007] previously applied eMLR to a coupled model simulation 
to evaluate the uptake of anthropogenic carbon by the ocean.  However, that study did not 
include a perfect anthropogenic DIC tracer, so that they were limited in their skill assessment of 
the eMLR method.  Additionally, their study focused on quantifying carbon changes along 
particular sections over decadal timescales.  They did not explore the more general question of 
the skill of eMLR in identifying three-dimensional changes in anthropogenic carbon, nor did 
they consider timescales other than decadal.  Thus the CORE-forced runs with MOM4-TOPAZ 
at GFDL provide an opportunity to address these questions quantitatively. 
 
Currently we are focusing on the North Atlantic inventory of anthropogenic carbon, with an 
analysis of changes along the A16 section between 1993 (WOCE) and 2003 (CLIVAR).  The 
second stage will test the ability of eMLR to estimate the basin-scale changes in anthropogenic 
DIC by including the full three-dimensional model fields for temperature, salinity, alkalinity, and 
nutrients.  An important component of this work will be testing the extent to which dynamical 
information (sea surface height and vorticity) improves the skill of the method. 
 
The final stage of this work will test the skill of the eMLR method in extrapolating inferred 
anthropogenic carbon changes to basin-scale inventory changes.  This will be done with the 
specific goal of applying this to the international synthesis effort in estimating global 
anthropogenic carbon inventory changes between the WOCE and CLIVAR decades, within the 
context of the IPCC AR5 assessment. 
 
Additionally, we are extending the work considered in our recently published JGR Oceans paper 
[Rodgers et al., 2009] where we considered changes in carbon along the OVIDE section in the 
North Atlantic between June 2002 and June 2004.  In the published study, we considered 
changes in the column inventory of carbon.  In the extension of the earlier work, we are 
considering the full vertical structure in the distribution of hydrographic properties and nutrients.  
Again, the objective is to demonstrate whether the inclusion of dynamical information (vorticity 
and sea surface height) can improve the skill of the empirical eMLR method.   
 
The work conducted over the last year contributes to the observing system program in two ways.  
First, the methods being developed will be applied to a community-wide effort to estimate the 
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changes in the oceanic carbon inventory between the 1990s and the 2000s (between WOCE and 
CLIVAR).  Second, the focus on the seasonal cycle with the OSSE will be important for the 
future extension of the existing detection network for carbon fluxes, as it demonstrates that a bias 
towards summertime measurements of sea surface DpCO2 will inevitably lead to an 
underestimate of the rate of uptake of CO2 by the ocean over the 21st century.  For this reason, 
this work will be continued in collaboration with the observational community. 
 
 
4. Education and Outreach 
 
Although the work conducted to date has not involved outreach, it is the intention of the 
Principal Investigator to initiate communication with students on the role of the oceans in climate 
change.   
 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigator

Rodgers, K.B., R.M. Key, A. Gnanadesikan, et al., 2009:  Using altimetry to help explain patchy 
changes in hydrographic measurements, J. Geophys. Res., 14, C09013, 
doi:10.1029/2008JC005183. 

 
Gorgues, T., O. Aumont, and K.B. Rodgers, 2010:  A mechanistic account of increasing seasonal 

variations in the rate of ocean uptake of anthropogenic carbon, submitted to Biogeosciences. 
 
Sarmiento, J.L., M.L. Gloor, N. Gruber, C. Beaulieu, A.R. Jacobson, S.M. Fletcher, S. Pacala, 

and K.B. Rodgers, 2009:  Trends and regional distributions of land and ocean carbon sinks, 
Biogeosciences Discuss., 6, 10583-10624. 

 
 

 
 

5.2. Other Relevant Publications

As the first publication from the project is so recent (September 2009) there are not yet any 
relevant publications that cite this work. 
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1. Abstract 
 
This project is a partnership between the Office of Climate Observations (OCO) and the Climate 
Prediction Center (CPC) and focuses on the development and dissemination of real-time ocean 
monitoring products to the user community.  The real-time ocean products developed by CPC 
rely critically on the ocean climate observing system supported and maintained by the OCO.  
The ocean products disseminated as part of this project provide a synthesis of the state of the 
global oceans, and ocean climate variability on different time-scales.    The outcomes of the 
project are crucial for an end-to-end ocean climate delivery information system that connects 
gathering of the ocean observations (supported by the OCO) to the dissemination of readily 
usable ocean products to global user community. 
 
2. Project Summary 
 
Ocean plays a crucial role in controlling the global climate variability influencing various facets 
of society.  The ocean’s control on atmospheric variability extends from weather (e.g., 
intensification of hurricanes and tropical storms), to seasonal climate variability [e.g., the 
influence of sea surface temperature changes in the tropical eastern Pacific related to El Nino – 
Southern Oscillation (ENSO) on global climate], and to climate variability and change on 
decadal and centennial time scales.  Oceans themselves are important source of societal well 
being, e.g., food security, transportation etc.  Due to their large thermal inertia, and a spatial 
coverage that exceeds 70% of the globe, oceans are also a key to monitoring and understanding 
the influence of human induced change in the Earth system, and are the place where such 
influences would be detected with confidence. 
 



Given the importance of ocean climate variability, monitoring its current state, its real-time 
evolution, and understanding causes for climate variability is of crucial importance. The 
outcomes of this project supported by the OCO - disseminating a synthesis of the state of the 
global oceans - provide the essential information to the user community that is being currently 
utilized to (a) make informed decisions to either mitigate or to take benefit from the 
consequences resulting from the ocean climate variability (e.g., ENSO), (b) improve 
understanding of ocean climate variability and its causes, and (c) keep a pulse about the slowly 
evolving changes in the ocean state.  The importance of this project underpinned by the fact that 
raw ocean observations can seldom be ingested by the user community, and it is the process of 
converting individual observations into a synthesis in a form that could be easily understood, and 
having a dissemination system, is what is required for an end-to-end ocean climate information 
system.  Further, such an ocean climate information system is envisioned to be an integral 
component of the emerging NOAA’s Climate Service (NCS). 

 
The sub-tasks under this project, and their brief summary, include: 
 

(a) Development and maintenance of a web-site for routine delivery of ocean monitoring and 
forecast products: The deliverable of this task is to maintain and improve a 
comprehensive web based information delivery system for the ocean products 
developed based on an operational Global Ocean Data Assimilation System (GODAS) 
at the National Centers for Environmental Prediction (NCEP). The web site, hosted by 
the Climate Prediction Center (CPC) of the NCEP, serves the global user community 
with synthesis products related to real-time monitoring of the oceans climate variability 
from intraseasonal to interannual to decadal and long-term time scales. 

(b) Development of an ocean Observing System Evaluation (OSE) capability and assessment 
of the utility of the TAO array: The deliverable of this task is to evaluate the adequacy 
of the TAO array with various design configuration options in the equatorial tropical 
Pacific, and assess impact on the forecasts on seasonal and interannual time-scale. A 
need for such an assessment is dictated by the convergence of several factors: (a) The 
maintenance of the TAO array has seen increasing financial commitments on the part of 
the NOAA because of natural escalation in costs (e.g., ship time; cost of hardware etc.), 
and (b) recent advances in the observing system, e.g., ARGO profiles, that provide 
additional observations and may complement the observations based solely on the TAO 
array. 

(c) Global oceanic precipitation analysis in support of understanding air-sea exchange of 
fresh water and its influence on surface salinity: The deliverable of this task is 
development of improved oceanic precipitation analysis to be able to examine the fresh 
water flux used as a forcing in the NCEP Global Oceanic Data Assimilation System 
(GODAS), and to compare P-E estimates against the changes in surface salinity 

 
3. Scientific Accomplishments 
 
 A summary of the achievements for different sub-tasks under this project is given below. 
 
3.1 Sub-Task 1: Development and maintenance of a web-site for routine delivery of ocean 
monitoring and forecast products 
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3.1.1 Development of a real-time heat budget monitoring and analysis system for the ENSO: We 
developed and implemented a real-time heat budget analysis for ENSO based on GODAS. The 
methodology for heat budget analysis has been summarized in a journal paper (Huang et al. 
2009).  The heat budget analysis of the ocean mixed-layer variability not only helps us 
understand the physical mechanism for the past ENSO events, and but also assists in monitoring, 
understanding, and predicting ENSO in real time. For example, Fig. 1 shows the heat budget 
evolution for the current 09/10 El Nino. It suggests that zonal advection contributed to the decay 
of the 08/09 La Nina during the early spring 09, and both zonal advection and vertical 
entrainment and diffusion contributed to the fast development of the 09/10 El Nino during 
March-June 2009.  The monitoring of the heat budget of the oceanic mixed layer also highlights 
the impacts of oceanic Kelvin waves on intraseasonal variability of mixed layer temperature 
during July-October 2009. The real-time heat budget analysis for ENSO is a valuable addition to 
the suite of ENSO monitoring products maintained by CPC. The heat budget product has been 
introduced to the public in a Community White Paper by Xue et al. 2009 in the OceanObs09 
Meeting, and in a Climate Test Bed seminar on November 19, 2009 
(ftp://ftp.cpc.ncep.noaa.gov/CTB/2009-2010). 

 
 

 
 

Fig. 1. The recent evolution of the NINO3.4 SST anomaly and different heat budget terms 
averaged in the NINO3.4 region. Qu: zonal advection; Qv: meridional advection; Qw: vertical 
entrainment; Qzz: vertical diffusion; Qq: adjusted net heat fluxes including solar penetration; 
dT/dt: tendency of mixed layer temperature; RHS: sum of all heat budget terms 
 
 
3.1.2. Monitoring and comparison of upper ocean heat content variability: Upper ocean heat 
content (UOHC) is one of the key indicators of climate variability on many time-scales 
extending from interannual to long-term anthropogenic trends. Since UOHC variability is also 
associated with SST variability, a better understanding and monitoring of UOHC variability can 
help us understand, monitor, and forecast, other SST modes such as Indian Ocean Dipole (IOD), 
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Pacific Decadal Oscillation (PDO), Tropical Atlantic Variability (TAV) and Atlantic 
Multidecadal Oscillation (AMO). An accurate ocean initialization of UOHC variability in 
coupled climate models will also play a crucial role in emerging decadal climate prediction 
efforts. 
 
To monitor, and to quantify uncertainty in the UOHC estimates, a comparison of UOHC in the 
top 300m using multiple ocean reanalysis products, which include the operational GODAS based 
on the GFDL MOM.v3 model forced by the NCEP Reanalysis 2 (R2) surface fluxes 
(GODAS_MOM3), its control simulation (MOM3_CTL), the experimental GODAS that is 
identical to the GODAS_MOM3 except the GFDL MOM.v4 was used (GODAS_MOM4), and 
the National Oceanographic Data Center (NODC) objective ocean reanalysis based on in situ 
observations only, was made.  During the next phase of the project, we plan to implement 
monitoring of various UOHC products supported by the OCO. 
 
3.1.3. Monitoring of the Atlantic Meridional Overturning Circulation (AMOC) based on the 
GODAS: The Atlantic Meridional Overturning Circulation (AMOC) has been selected as one of 
the metrics for the CLIVAR Ocean Synthesis Evaluation Project. To assess the feasibility of an 
ocean data assimilation system, i.e., the GODAS, we conducted an analysis of GODAS ability in 
simulating AMOC variability, as well as its sensitivity to data assimilation schemes. We 
estimated AMOC using (a) the operational GODAS that assimilates temperature down to 750m, 
(b) the deep ocean GODAS, identical to the operational GODAS except it assimilates 
temperature down to 2200m, and (c) the Argo GODAS which assimilates the Argo salinity in 
addition to in situ temperature above 750m. The low frequency variability of AMOC simulated 
by the operational GODAS is similar to that in observations, and has potential to be used as a 
real time monitoring tool for AMOC. 
 
3.1.4: Maintenance and improvement of the GODAS website and Monthly Ocean Briefings:  As 
the CPC has access to the operational oceanic and atmospheric reanalysis data and the seasonal 
climate outlooks made by the NCEP’s Climate Forecast System (CFS), CPC is well positioned to 
provide the user community with a timely and accurate assessment and interpretation of the 
evolution of the state of the global ocean, its interaction with the atmosphere, and its prediction 
by CFS. The information about the current state of the ocean continued to be disseminated via 
the CPC’s GODAS website: http://www.cpc.ncep.noaa.gov/products/GODAS/  
 
Dissemination of the ocean state information via the website is continued to be augmented 
through an operational product referred to as “Monthly Ocean Briefing” (MOB) that was first 
implemented in May 2007. The MOB is based on conference call and a PowerPoint presentation, 
and is held around the 6th day of each month. The schedule of MOB is sent by email to a 
growing distribution list that contains both internal and external colleagues. The distribution list 
and conference call are open to anyone who is interested in the ocean briefing. The ocean 
briefing has been regularly attended by internal and external participants, and through 
interactions with the user community, the content of the PPT presentation has improved with 
time. 
 
The ocean briefing PPT, made available on the web site, is widely used by a broad user 
community. The averaged monthly hits on the current month PPT has increased from 692 in 
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2008 to 1482 in 2009 (Fig. 2). The hits reached 2776 in August 2009 because our discussions on 
the recent TAO buoy damage and its potential impacts on monitoring and forecasting the 
emerging 2009/2010 El Nino brought intense interests from both researchers and news media 
(Fig. 2).  More on this event will be discussed further in Section 4 on “Education and Outreach.” 

 
Fig. 2. The accumulative hits within a month on the current “Monthly Ocean Briefing” PPT for 
January 2008 – October 2009. 
 
 
3.2 Sub-Task 2: Development of an ocean Observing System Evaluation (OSE) capability and 
assessment of the utility of the TAO array 
 
This particular sub-task was initiated in the middle of the FY09.  The eventual goal of the task 
would be to maintain an ocean data assimilation capability that could be used for Observing 
System Experiments (OSEs).  The urgency of this capability was highlighted by the failure the 
two eastern most lines of the TAO array in 2009 just at the time when a warm ENSO system was 
developing.  Failure of the TAO data led to a wide range of speculations, and questions, about 
the impact of missing data on the real-time ENSO forecasts (Lubick 2009).   
 
As part of this task we have acquired the Global Ocean Data Assimilation System (GODAS) run 
operationally at the NCEP.  We have made some preliminary runs and assessment of the 
GODAS MOM4 for 1990-2005. Fig. 3 illustrates a baseline assimilation experiment that is 
completed as part of this project, and compares the assimilation against the operational GODAS.  
Small differences in the operational GODAS, and the simulation completed by us provides with 
confidence that assimilation system is running correctly. 
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Fig.3. The depth of 20 degree isotherm anomaly (meter) for GODAS MOM4 (left) and GODAS 
MOM4 minus GODAS MOM3 (operational GODAS) in 2S-2N. 
 
 
The ocean data assimilation system is now being prepared to make the TAO data Observing 
System Experiment where TAO data will be withheld to investigate sensitivity of the quality of 
the GODAS ocean analysis to TAO data.  
 
3.3 Sub-Task 3: Global oceanic precipitation analysis in support of understanding air-sea 
exchange of fresh water and its influence on surface salinity 
 
3.3.1. Development of CMORPH High-Resolution Global Precipitation Analyses: Over the past 
year, we have succeeded in creating a prototype system to generate global oceanic precipitation 
analyses with further improved quantitative accuracy and consistency for extended applications 
of this data set in monitoring and examinations of air-sea fresh water fluxes.  Specifically: We 
extended the CMORPH precipitation analyses back to February 2000 using the current 
algorithm.  The construction of the 10-year high-resolution global precipitation record would 
enable us a variety of applications such as the investigation of air-sea fresh water exchanges and 
their relation to salinity variations at various temporal and spatial scales and the examinations of 
the intensity changes in heavy precipitation events in association with climate variations and 
changes; We developed a prototype system for real-time processing of CMORPH with improved 
quantitative accuracy and long-term consistency.  Preliminary tests showed significant 
improvements of the Kalman Filter-based CMORPH (Fig. 4).  The present version CMORPH is 
generated on a real-time basis. The high-resolution precipitation is available to general public 
through ftp from NOAA/CPC (ftp.cpc.noaa.gov/precip).  
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Fig. 4: Time series of correlation between radar-estimated precipitation and satellite 
precipitation estimates derived from a) IR observations (blue); b) the original CMORPH (black); 
and c) the prototype Kalman Filter (KF) CMORPH over CONUS. 
 
 
3.3.2: Development of “CPC Merged Analysis of Precipitation (CMAP)” global precipitation 
analysis:  This component of our project involved two foci: routine updates of the CMAP data 
sets, and the examinations of the best strategy for removing bias in the oceanic precipitation 
analyses.  Following which we updated the monthly and pentad CMAP precipitation analyses 
and used it for quantitative assessments and real-time monitoring of global oceanic 
precipitation.  The CMAP precipitation analyses have been updated routinely and made 
available to the science community and general public through the CPC ftp server 
(ftp.cpc.ncep.noaa.gov/precip ).  As of October, 2009, the monthly CMAP data set is available 
for a 30-year period from January 1979 to October 2008. The pentad analysis is available from 
January 1979 to August 2009; We examined the best strategy for removing the bias in the 
satellite estimates of oceanic precipitation.  In FY2009, we developed a new technique to correct 
the bias in the satellite estimates through matching the probability distribution of satellite 
estimates with that of the in situ measurements. We performed a series of experiments to 
examine how the availability and spatial distribution of the in situ measurements may impact the 
effectiveness of the bias correction for the satellite precipitation estimates over the global oceans. 
Preliminary results showed that precipitation bias can be removed substantially over most of the 
tropical oceans with existing network of moored buoys while in situ measurements from 
additional locations (~250 globally) are desirable to reduce the uncertainty in the magnitude of 
oceanic precipitation over extra-tropical regions (Fig. 5). 
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Fig. 5: Simulation results of the remaining biases (mm/day, left column) in the satellite estimates 
of oceanic precipitation after correction is made by comparison with two sets of networks of in 
situ measurements (right panels). The results with the existing (red dots) and additional (blue 
dots) are plotted in upper and bottom panels, respectively. Monthly CMAP precipitation analyses 
from 1979 to 2008 are assumed to be the ‘truth’. Satellite estimates and in situ measurements are 
synthesized by adding biases and random error of various magnitudes to the ‘truth’. Bias 
correction is then performed for the ‘satellite estimates’ through PDF matching and the bias 
corrected ‘satellite estimates’ are compared to the ‘truth’ to asses the impact of the in situ 
network to the effectiveness of the bias correction. 
 
3.3.3: Comparison of P-E with changes in surface salinity: In FY2009, we continued our efforts 
to examine the oceanic fresh water flux (P-E) as depicted in the observed data sets and the NCEP 
operational reanalyses. One limitation of using the existing observed data sets in quantitative 
assessments of fresh water fluxes is the bias in the oceanic precipitation and evaporation. To 
reduce the uncertainty, multiple sets of published data sets are utilized in the examination. The 
precipitation data sets used include the monthly precipitation fields CMAP, GPCP, and the 
TRMM, while the evaporation data sets include those of OAFlux, GSSTF Version2, HOAPS 
Version 3, and J-OFURO Version2.  

 
Mean and standard deviation of the individual estimates are utilized as the ‘best guess’ and the 
proxy index of the uncertainty of the precipitation / evaporation fields, respectively. Oceanic 
precipitation / evaporation averaged over the global oceans from 60oS-75oN is 3.00 / 3.71 
mm/day, with an estimated uncertainty of 0.14 / 0.30 mm/day. Fig. 6 presents the latitudinal 
profiles of the net fresh water flux (E-P) in the observations and the three sets of NCEP 
operational reanalyses. The newly developed CFS reanalysis (CFS) shows a slight improvement 
upon the legend NCEP reanalyses 1 and 2 in the overall magnitude of the oceanic fresh water 
fluxes. Results described above have been reported at the OceanObs’09 Conference. We have 
also started to examine the relationship between the changes in the fresh water fluxes and those 
in the salinity.  
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Fig. 6: Latitudinal profile of annual mean zonal mean precipitation (mm/day, upper), evaporation 
(mm/day, middle), and fresh water flux (mm/day, bottom), as derived from the observations and 
three sets of NCEP operational reanalyses (R1, R2 and CFSR). The black line indicates 
arithmetic mean while the blue spread shows the standard deviation among the individual data 
sets used. 
 
4. Education and Outreach 
 
4.1 Ocean Products 
 
We served a broad user community for our global ocean monitoring products. Through our 
“Monthly Ocean Briefing,” we continued to maintain a routine email exchange with many users 
and participants. Following are a few examples signifying the impact of deliverables under this 
project: 
 

 Our discussions on the recent TAO buoy damage and its potential impacts on monitoring 
and forecasting the emerging 2009/2010 El Nino brought intense interests from both 
researchers and news media. Discussions among researchers, managers and journalists 
have made this issue a top priority for the NOAA officials to resolve; 
 

 Plots in the “Monthly Ocean Briefing” have been used by the NOAA Fisheries Service in 
the PPT on “The Update on El Nino and the NOAA Response” by Dr. Frank Schwing, 
Deputy of Southwest Fisheries Science Center; 
 

 Plots in the “Monthly Ocean Briefing” will be used in an extracurricular program that 
NOAA is piloting in DC public schools to increase marine literacy; 
 

 We have been asked to provide a brief 2009 annual summary on El Nino Southern 
Oscillation (ENSO), the Pacific Decadal Oscillation (PDO), Productivity (based on the 
Upwelling Index) and other climatic events/oscillations for the Pacific Coast Ocean 
Observing System (PaCOOS) Annual Report; 
 

 Plots in the “Monthly Ocean Briefing” have been used by many talks and Community 
White Papers in the OceanObs09 meeting, which is an important international meeting 
that reviews the progress in global ocean observation systems, ocean analysis and 
prediction in the past ten years and makes the future plan for next ten years. 

 
4.2 Precipitation Products 
 
Two primary deliverables of this project are the CMAP and CMORPH precipitation analyses. 
The low-resolution, long-term (from 1979) CMAP data set is widely used in operations for the 
monitoring of global precipitation and in research to examine climate variability and air-sea 
interactions, and to force oceanic models. Two papers describing the CMAP data set have been 
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cited by more than 2000 papers. Mean climatology of global precipitation derived from CMAP 
has been used in text books for graduate and college students.  
 
The CMORPH precipitation data set for modern era (from 1998) provides critical information 
for precipitation variations on high spatial and temporal resolution. It is utilized by forecasters to 
monitor and predict severe weather systems over both land and coastal regions and by managers 
in both public and private sectors around the world for the monitoring of potential coastal 
hazards.  The CMORPH data set is also used by colleges as educational materials for weather 
and climate.  
 
The research work supported by this project provides refined oceanic precipitation analyses and 
improved understanding of air-sea fresh water exchanges and their relation to salinity that are 
important components of the ocean – climate connections. Verification of the fresh water fluxes 
produced by NOAA climate models and reanalyses using observation data sets leads to the 
improvements of these operational tools.  
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1. Abstract 
 
The Global Ocean Data Assimilation System (GODAS) combines global ocean observations 
with a numerical ocean model to produce an estimate of the ocean state.  The operational version 
of the GODAS is used to initialize the ocean component of the coupled Climate Forecast System 
(CFS) used for seasonal to interannual prediction at NCEP.  The GODAS analyses are also a 
means for monitoring the state of the ocean climate.  In FY2008 a new version of the GODAS 
was developed, incorporating GFDL’s Modular Ocean Model, version 4. In FY2009 a 30-year 
(1979-2008) analysis was completed and used for validating the performance of the new version 
of the GODAS.  The new GODAS-M4 was also part of the new CFS Reanalysis (CFSR) in 
FY2009. 
 
2. Project Summary 
 
The Global Ocean Data Assimilation System (GODAS) at the National Centers for 
Environmental Prediction (NCEP) uses a statistics based algorithm to combine a numerical 
ocean model with ocean observations to provide a global estimate of the ocean state (fully three 
dimensional fields of temperature, salinity, velocity, and sea surface height).  In effect, the 
GODAS uses the model ocean dynamics to interpolate in time and space between the locations 
of individual observations and to compute those parts of the ocean state that may not be directly 
observed.  For example, there are currently many more observations of temperature and salinity 
in the ocean than there are of velocity.  Assimilation of these data adjusts the model temperature 
and salinity fields to be in accord with the observations (within specified statistical bounds) and 
the model then computes a velocity field in balance with the distribution of mass established by 
the temperature and salinity.  The GODAS assimilates temperature profile observations from 
eXpendable BathyThermographs (XBTs), fixed moorings, and autonomous Argo floats, salinity 
from Argo floats and synthetic salinity from temperature observations and the observed 
correlation between temperature and salinity, and sea surface altimetry observations from 
TOPEX/Poseidon, Jason-1 and Jason-2 satellite missions.  Tide gauge and velocity observations 
are reserved for validation. 



 
The work covered by this project is the construction, maintenance and development of the NCEP 
GODAS.  The GODAS uses the Modular Ocean Model (MOM) developed over the last several 
decades at NOAA’s Geophysical Fluid Dynamic Laboratory (GFDL).  The current operational 
GODAS uses the MOM version 3, while the current developmental GODAS uses the MOM 
version 4.  The assimilation algorithm is a sequential 3-Dimensional Variational (3DVar) method 
that estimates the ocean state through minimization of a cost function that balances statistically 
weighted contributions from the model and from the observations.  The original purpose of the 
GODAS was to provide initial conditions for the ocean component of the coupled Climate 
Forecast System (CFS) used for operational seasonal to interannual (S-I) prediction.  At NCEP,  
S-I prediction has a well established social benefit and it remains the primary rationale for the 
maintenance and further development of the GODAS.  The GODAS has a second important use 
as a means for monitoring the changing ocean state, which derives from its operational, near 
real-time, 3D synthesis of global ocean observations.  The Climate Prediction Center (CPC) of 
NCEP maintains an interactive web site (http://www.cpc.ncep.noaa.gov/products/GODAS/) that 
allows the visitor to view GODAS output in a variety of ways.  The same site provides links for 
acquiring the GODAS output data. 
 
3. Scientific Accomplishments 
 
In FY2008 we completed the conversion of the GODAS to MOMv4 and we reported on its 
implementation as part of the CFS Reanalysis and Reforecast (CFSRR).  The reanalysis portion 
of that effort was completed in FY2009 and is currently being analyzed.  Also in FY2009 we 
completed a stand-alone 29 year reanalysis using the GODAS-M4 forced by surface flux fields 
from the NCEP-DOE Reanalysis 2 (R2).  The purpose was to compare its performance with the 
current operational GODAS-M3.  Figure 1 compares monthly sea surface height from GODAS-
M4 (red), GODAS-M3 (blue), 
TOPEX-Jason1 altimetry 
(green) and tide gauges 
(triangles) at islands in the 
Pacific Ocean.  Neither 
altimetry data nor tide gauge 
data was assimilated by 
GODAS in these particular 
experiments.  Islands within 
2o of the equator are on the 
left and those beyond 7o of the 
equator are on the right. The 
RMS differences and 
correlations between the 
different time-series are listed 
in Table 1.  The largest 
correlations and smallest 
RMS differences are between 
the two versions of GODAS. 

Figure 1. Sea surface height in cm at Pacific island sites. GODAS-M4(red), 
GODAS-M3(blue), TOPEX-Jason1(green), tide gauges(triangles). 
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The models are closer to the observations for the sites nearest the equator, but the RMS 
differences are on the order of only a few centimeters at all sites. The GODAS-M3 tracks the 
observations slightly better than the GODAS-M4 at off-equatorial sites, which may be the  
 

Table 1: RMS differences in cm and correlations in parentheses 
 Naru Tarawa Xmas S. Cruz Guam Majuro Honolulu PagoPago 
G4 v G3 1.5 (0.97) 1.9 (0.96) 1.7 (0.97) 1.7 (0.98) 2.8 (0.95) 4.3 (0.85) 1.5 (0.88) 2.2 (0.94) 
G3 v TG 4.7 (0.82) 3.8 (0.87) 2.6 (0.97) 2.7 (0.96) 4.0 (0.90) 4.7 (0.77) 3.6 (0.61) 3.8 (0.86) 
G4 v TG 4.6 (0.84) 3.5 (0.88) 2.9 (0.95) 2.2 (0.97) 4.4 (0.89) 6.2 (0.67) 3.8 (0.56) 4.6 (0.79) 
G3 v TJ 3.4 (0.85) 3.5 (0.84) 2.2 (0.95) 3.1 (0.94) 3.7 (0.92) 4.5 (0.78) 3.0 (0.60) 3.0 (0.90) 
G4 v TJ 3.3 (0.86) 3.5 (0.84) 2.8 (0.92) 2.7 (0.94) 4.0 (0.90) 6.0 (0.68) 3.4 (0.51) 3.8 (0.82) 

 
result of greater variability in GODAS-M4 which has twice the resolution of GODAS-M3.  
Along the equator, where the oceanic scales of motion are larger, GODAS-M4 appears to have a 
slight edge on GODAS-M3. 
 
Figure 2 shows a comparison of 
mean surface velocity components 
from GODAS-M4, GODAS-M3 and 
climatology constructed from 
surface lagrangian drifter data by 
Lumpkin and Garraffo (2005, J. 
Atmos. Oceanic Techn.).  The 
similarity between the model fields 
on the one hand and the drifter-
derived fields on the other is 
remarkable, given that they are the 
result of very different computations 
based on very different kinds of 
data.  The Antarctic Circumpolar 
Current appears stronger in the 
drifter representation than in either 
version of the GODAS, but this is a 
region of relatively sparse 

observations which will affect both model and 
drifter computations.  A more significant 
difference is the westward current just north of the 
equator in the western Indian Ocean that can be 
seen in both GODAS maps but is absent in the 
drifter version.  This is again a region where 
drifter observations are relatively sparse, but it is 
well observed by Argo floats, leading to the 
speculation that the GODAS maps may be more 
accurate here than the drifter map. 
 
The comparisons described here establish that in 
making the transition from MOMv3 to MOMv4 
we have maintained the level of performance 

Figure 2. Surface current velocities in cm/sec, zonal on the left and meridional 
on the right. Shown are 2000-2008 averages from GODAS-MOM4 (top) and 
GODAS-MOM3 (center) and a drifter-based climatology (bottom). 

Figure 3. Sea surface height in cm for December 2008. 
Shown are GODAS-MOM4 (top) and GODAS-MOM3 
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established by the earlier version.  Figure 3, showing the average sea surface height for 
December 2008, illustrates some advantages of the new version.  The improved resolution of the 
GODAS-M4 (0.5o globally / 0.25o in the tropics) versus the GODAS-M3 (1o / 0.33o) allows a 
better representation of the complex region between Indonesia, New Guinea and Australia. There 
is also an improved interaction between the Mediterranean Sea and the Atlantic Ocean.  Finally 
and perhaps most importantly, the GODAS-M4 is truly global where the GODAS-M3 was 
truncated at 65oN.  The transition to MOMv4 and to the GODAS-M4 also means that the new 
CFS is fully global in all its components. 
 
 
4. Education and Outreach 
 
The outreach associated with the GODAS takes the form of an interactive, public web page 
(http://www.cpc.ncep.noaa.gov/products/GODAS/) developed and maintained by NCEP’s 
Climate Prediction Center.  Users can select views of the GODAS analyses with interactive tools 
available on the site.  The site also provides links for downloading the data. 
 
Data from the CFSR is available at http://nomads.ncdc.noaa.gov/NOAAReanalysis/cfsrr 
 
 
5. Publications and Reports 
 
Huang, B., Y. Xue, and D. W. Behringer, 2008: Impacts of Argo salinity in NCEP Global Ocean 

Data Assimilation System: The tropical Indian Ocean. J. Geophys. Res., 113, C08002, 
doi:10.1029/2007JC004388. 

 
Nadiga, S. and D. Behringer, 2009: The diurnal cycle of SST in CFSR. 34th Climate Diagnostics 

and Prediction Workshop, Monterey, CA, NOAA. 
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1. Abstract 
 
Estimating the  s tate of  the Earth System is  critical for moni toring our  planet’s c limate and for 
predicting c hanges t o i t on t ime s cales f rom m onths t o de cades. T oward t hese ends, t he va st 
number of  a tmospheric observations a nd t he gr owing num ber of  oc ean obs ervations m ust be  
combined with model estimates of the state of the Earth System by means of data assimilation 
systems. This project explores the development of new data assimilation techniques using state-
of-the-art coupl ed climate m odels and applies t hese t echniques t o detecting cl imate ch ange, 
improving f orecasts on seasonal to interannual t ime s cales while pr oviding e stimates of  the ir 
uncertainty, and improving our understanding of predictability at decadal time scales in order to 
provide a  f oundation f or t he de velopment of  a  NOAA c apability f or d ecadal f orecasts. T his 
capability will provide t he Nation’s decision and policy makers with the best possible c limate 
information on critical pr oblems s uch abrupt cl imate cha nge, changes i n hurricane act ivity, 
drought, and sea-level rise. 
 
 
2. Project Summary 
 
The feasibility of seasonal to decadal predictions largely stems from the role the ocean plays in 
the pr edictability of  s lowly e volving mod es of  va riability. T he c hallenge t hen i s t o ha ve t he 
capability to represent this low frequency climate variability within our climate models so that 
initializing them would offer the potential to predict internal variability in addition to externally-
forced climate c hange. Initialization has thr ee ma in components: the  observing s ystem, the 
assimilation m ethod, a nd t he m odel. T hese t hree c omponents a re c ombined t o pr oduce i nitial 
conditions for t he c limate model. One ne eds t o keep in mind that the ini tialization problem i s 
different from the state estimation problem. 
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Historically the sub-surface ocean has been very sparsely observed, and some of the data appear 
to be  s ignificantly bi ased, making the development and t esting of  ocean initialization schemes 
difficult. Studies of historical periods are important in order to assess the likely skill of forecasts 
over a  r ange of  di fferent c limate s tates. H owever, r ecent a nd pl anned i mprovements t o the 
observational network promise s ignificant improvements in future forecast skill. Perhaps, most 
important among these is the recent (2003) deployment of a global array of profiling floats by the 
ARGO pr ogram. T hese pr ovide f or t he f irst t ime c ontemporaneous measurements of  bot h 
temperature and salinity over t he upper 2km of  t he world’s oceans, pot entially o ffering a s tep 
change in our ability to initialize ocean heat and density anomalies. For example, in the coming 
decades, can we m ake useful pr edictions i n the A tlantic M eridional O verturning C irculation? 
The non -stationary n ature of  t he o cean obs erving s ystem, pa rticularly due t o t he pa ucity of  
salinity da ta a s w ell a s X BT da ta onl y going t o 500m , c an give r ise t o s purious de cadal 
variability making it difficult in the assessment of forecasts.  
 
 
3. Scientific Accomplishments 
 
1. Monthly update of oceanic observation datasets for the ECDA system of GFDL 
 
Global d ata m anagement s ystems ( data m irroring an d q uality control ( QC) s ystems) h ave 
been c ontinuously maintained and updated f or t he e nsemble c oupled d ata assimilation 
(ECDA) system (Figure 1). The QC system considers not only the conventional QC process, 
but al so any systematic i nstrument e rrors s uch as  X BT fall-rate e quation pr oblem, and 
salinity offsets a nd pr essure s ensor e rrors di scovered i n s ome f raction of  Argo f loats. 
GFDL’s coupled model including reanalysis outputs of ECDA will be consistently compared 
against these databases, and more detail assessments will be addressed around ocean basins 
where model biases are conspicuous. 

  

 

 

 

 

 

 

 

Figure 1. Data process for the GFDL ensemble coupled data assimilation system. 
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2. Application of sea level data – Investigation of the basin patterns of global sea level 
changes 

 
Based on independent observations (Argo, AVISO, and GRACE data), we estimate the sea level 
budget a nd l inear t rends f or i ndividual oc ean ba sins a nd t he w orld oc ean dur ing 2004 -2007. 
Even t hough i t i s c onfirmed t hat t he s easonal va riation of  g lobal s ea l evel i s ba lanced b y t he 
different s ea l evel com ponents ( total s ea l evel c hanges equ als t o the s um of  t he s teric h eight 
contribution obt ained b y Argo pr ofiles and any v ariability i n o cean m ass obs erved from 
GRACE), basin-scale s ea l evel budg ets s how ve ry di fferent cha racteristics. Sea l evel budg ets 
over t he S outh P acific a nd A ntarctic O cean m aintain a  g ood balance bot h on s easonal t o 
interannual time scales. Meanwhile, only the satellite altimeter data exhibits a large 4-year trend 
over the South Indian Ocean (Figure 2) . This basin s ignificantly impacts the magnitude o f the 
disagreement for t he global s ea l evel bud get. Large di fferences among t he 3 different gravity 
fields r elated t o t he h ydrologic s ignals i n t he A tlantic a nd Indian O cean c ould be  one  of  t he 
major causes of the imbalance in the global sea level budget.  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. (a) 4-year l inear t rends of  zonally averaged sea level f rom s teric heights (HSTERIC in 
red), altimetric heights (HTOT in blue), 3 different gravity fields (HMASS_CSR, HMASS_GFZ, HMASS_JPL 
in black), and OISST (green). (b) Lower panel indicates the meridionally averaged results. 
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3. A construction of pseudo salinity profiles for the improvement of ECDA system in the 

20th century 
 
Based on pr edetermined EOF s tructure a nd altimetry da ta, global salinity pr ofiles a re 
reconstructed a nd evaluated b y us ing i ndependent obs ervations. C ollocated a ssessment with 
observed s alinity d ata s hows t hat t he ps eudo s alinity pr ofiles ha ve a  general i mprovement 
compared to the existing climatology and the reanalysis outputs from the GFDL’s coupled data 
assimilation system. Reanalysis out puts o f E CDA s how r elatively hi gh pe rformance ne ar t he 
surface l ayer all a round t he oc eans. T his i ndicates a  s uccessful c oupling e ffect ge nerating t he 
reliable s urface f lux c hange t hat i s not  able t o be  c onsidered i n t he global ps eudo s alinity 
profiles. 
 
Generally, the analysis of salinity field through data assimilation approaches strongly depends on 
the data coverage of salinity observations. Although international cooperated projects have been 
recently m ade t o increase t he s ampling r ate of  s alinity da ta, s ufficient s alinity obs ervations 
remain poor  be fore A rgo e ra. Because t he A rgo ne twork i s ve ry young, i mportant oc eanic 
phenomena on i nterannual, de cadal, or  l onger t ime s cale a re not  w ell r eproduced f rom 
assimilation models. Therefore, it is worthwhile to consider indirect methods for determining the 
salinity f ield b efore A rgo pe riod. Because t he p roper T -S r elationship d oes not  s ignificantly 
change i n time, the pr edetermined global T -S EOF m odes can be eas ily applied to generate 
pseudo profiles where o nly t emperature profiles were obs erved in the 20 th century. We ex pect 
that the  ps eudo pr ofiles will s ignificantly affect the r eanalysis out puts f rom E CDA s ystem a s 
shown in Figure 3. F ortunately, there are enough available temperature and altimetry data from 
1993, and it has been already proved that the data assimilation’s skill is significantly improved 
when t he e nough obs erved s alinity i ncluded. O ur ne xt s tudy w ill s how t he di rect i mpact of  
pseudo salinity profiles on the coupled data assimilation system for the 20th century.  

 

 
Figure 3. Rms errors over the top 1500 m relative to the World Ocean Atlas 2005. Salinity error 
in ps u f or ( left) C M2 w ithout a ssimilation, ( center) E CDA_ver.2 us ing real obs ervation, and 
(right) ECDA_ver.2 using pseudo salinity profiles for 5 years (1993-1997). 
 
 
4. The Adequacy of Observing Systems in Monitoring AMOC and North Atlantic Climate 
 
The A tlantic M eridional O verturning C irculation ( AMOC) ha s an i mportant i nfluence on  
climate, and yet we lack adequate observations of this circulation. Here we assess the adequacy 
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of past and current widely deployed routine observing s ystems for monitoring the AMOC and 
associated North Atlantic climate. To do this we draw on two independent simulations of the 20th 
century us ing t he G FDL C M2 global oc ean-atmosphere m odel. W e t reat one  s imulation a s 
“truth", and t hen s ample f rom t hat s imulation a ccording t o t he obs erving s ystem w e a re 
evaluating. We the n assimilate the se synthetic “observations" i nto the s econd s imulation. T he 
degree to which this second simulation recovers the first simulation (the “truth”) is an assessment 
of t he a dequacy o f t he obs erving s ystem be ing evaluated. For t he a ssimilation w e us e a  f ully 
coupled system that instantaneously exchanges information among all coupled components and 
produces a ne arly balanced and coherent estimate for the North Atlantic climate system. When 
we us e t he m ost c omplete m odern obs erving system consisting of  a tmospheric w inds and 
temperature, along w ith ARGO oc ean temperature and salinity down t o 2000 m eters, a  s kill 
estimate of  A MOC r econstruction is 90% ( out of  100%  m aximum). S imilarly e ncouraging 
results hol d f or ot her quantities, s uch a s Labrador S ea W ater ( see Fig. 4) . P ast obs erving 
systems, in which deep ocean temperature and salinity were not available, have a lesser ability to 
recover the ”true" AMOC. For example, when using the XBT observing system instead of  the 
ARGO s ystem, the no rmalized skill e stimate is  r educed to 52%. While t hese results r aise 
concerns about our ability to properly characterize past variations of the AMOC, they also hold 
promise for future monitoring of the AMOC and for initializing prediction models.  

 
5. Data Assimilation with Adaptive Parameter Correction for Climate Estimation and 

Prediction 
 
Parameterized physics play an important role in an atmosphere-ocean coupled model to simulate 
the e volution of  t he e arth’s c limate. T he va lue of  a pa rameter t hat i s used i n a  m odel i s 
empirically s et a ccording to the kn owledge of  a  m odeler a bout t he physical pr ocess be ing 
parameterized. The uncertainty of model parameters is one of important sources for model bias 
that causes model c limate to drift away f rom the real world. The uncertainties of  model s tates 
however i nclude m any other s ources s uch a s i mperfect m odel d ynamical co re and physical 
schemes a s w ell a s e rroneous i nitial a nd bounda ry conditions int eracting w ith model's 
nonlinearity. Before the uncertainties of model states being sufficiently reduced by observations, 
e.g., state estimation not reaching its equilibrium, the error covariance between a parameter and 
model s tate i s noi sy and c annot be  applied t o i nstantaneous obs ervations t o make an efficient 
parameter cor rection. This s tudy h as de signed a ne w da ta assimilation scheme t hat pe rforms 
adaptive parameter c orrection us ing a tmosphere a nd oc ean obs erved da ta s tarting a t t he 
equilibrium of  s tate estimation.  The observation-updated pa rameters a re applied t o improving 
the next cycle state estimation and the refined covariance of  parameter and model s tate further 
improves parameter correction. Assimilation experiments based on a  simple conceptual coupled 
model have shown that while providing a systematic way to estimate the whole set of  coupled 
model pa rameters us ing observations, the n ew d ata a ssimilation scheme realizes d ynamically-
adaptive state estimation and parameter correction with a ve ry fast conv ergence a nd p roduces 
much more accu rate observation-estimated states. Forecast e xperiments ini tialized from the  
improved i nitial c onditions a nd adaptively-corrected pa rameters ex hibit g reatly i mproved 
forecast skill. Forecast results also show that the new assimilation scheme has some capability to 
relax the dr ift of  m odel pr ediction. Specifically, while dr amatically improving “ weather" 
forecasts and extending the predictability of the model climate 4 times longer, the new scheme 
enhances the anom aly cor relation c oefficient for l ong-term climate pr ediction beyond 50%. 
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Despite t hese pr omises, challenges to implement the  ne w assimilation s cheme int o a c oupled 
general circulation model still exist. Some practical aspects including potential impacts from the 
bias of model dynamical core and physical schemes as well as the relative importance of initial 
conditions and parameters for “weather" forecast and “climate" prediction are tested and based 
on different configurations of this simple model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4.  Forecast skills of the Atlantic meridional overturning circulation (AMOC), Labrador Sea 
Water (LSW) and Greenland-Iceland-Norwegian Sea Water (GSW) as well as the North Atlantic 
gyre system (NAG) depending on di fferent observing systems.  ( Left:a-d) Anomaly correlation 
coefficients (ACCs) and (right:e-h) normalized RMSEs of the AMOC (a, e), LSW (b, f), GSW 
(c, g) and the N AG ( d, h) i n FXBT

Atm/FARGO
Atm (solid-green/solid-red) t hat us es t he 20 th/21st-

century climate observing system (OXBT
Atm/OARGO

Atm) (see Table s1) to initialize the model. The 
dashed-green line in b is the ACC of the forecast LSW in FXBT. All RMSEs are normalized by a 
climatological standard deviation1 computed by the truth. The corresponding ACC of the AMOC 
estimated b y Eq.(2) i n F XBT

Atm (FARGO
Atm) i s plotted b y a  dashed-dotted-green (-red) l ine i n a. 

The cr oss-correlation coefficient o f t he AMOC-LSW, AMOC-GSW a nd AMOC-NAG i n 
FXBT

Atm (FARGO
Atm) is plotted by a dot ted-green (-red) l ine in b-d.  T he RMSE of the idealized 

forecast e xperiment us ing t he p erfect oc eanic initial c onditions c ombined w ith obs ervation-
estimated atmospheric initial c onditions, FOcn(T)

Atm(A) [observation-estimated oceanic ini tial 
conditions c ombined w ith pe rfect a tmospheric i nitial c onditions, F Ocn(A)

Atm(T)] is  pl otted in a 
dotted cyan (pink) line in e-h. 
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4. Education and Outreach 
 
There i s an ur gent need for i nformation on how  the c limate s ystem will change over t he next 
several de cades. This i s a  c rucial pl anning hor izon for many aspects of  societal i nfrastructure, 
including w ater r esource pl anning a nd ecosystem m anagement. O n de cadal t ime s cales a nd 
regional spatial scales the climate system is strongly influenced by increasing greenhouse gases 
and changing aerosols. However, the presence of substantial natural decadal scale variability in 
the climate system complicates the prediction of decadal scale changes. 
 
A major research activity is underway at GFDL focusing on decadal variability and predictability 
in the cl imate s ystem. T here are fundamental r esearch challenges i n understanding t he 
characteristics and mechanisms of  de cadal variability, and developing t he ne cessary 
understanding, obs erving, a ssimilation a nd pr ediction s ystems t hat l ead to credible de cadal 
predictions.   
 
It is our vision that GFDL will constitute the research underpinning for the assessment of decadal 
predictability a nd t he de velopment of  a  de cadal pr edictions s ystem, a nd w ill c onduct 
experimental decadal pr edictions on a n on going basis. These experimental decadal predictions 
will be made available to the wider community, including a National Climate Service and IPCC.  
 
 
5. Publications and Reports 
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The GFDL ocean reanalysis may be found at (http://www.gfdl.noaa.gov/ocean-data-assimilation).  
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1. Abstract 

The main goal of this study is to examine how well the Argo observing system determines the 
state of the global upper ocean. For this purpose, this study employs a suite of observation 
system simulation experiments (OSSE) in ocean general circulation models. Oceanic fields in 
these experiments are sub-sampled in ways similar to how the Argo float array samples the 
ocean, reconstructed and compared with the direct model fields. This procedure leads to 
quantification of errors in reconstructions of the oceanic state by the actual Argo array and 
understanding of factors that control these errors, and is expected to assist interpretation of Argo 
data. The results of these studies demonstrate a very good overall performance of the simulated 
Argo array, but emphasize the need for additional, dense spatial sampling in the Antarctic 
Circumpolar Current and the high-latitude North Atlantic, as well as in the regions characterized 
by intense mesoscale variability. 

2. Project Summary 
 
The Argo array currently consists of approximately 3000 instruments that make vertical profiles 
of temperature and salinity every 10 days over the upper 1500-2000 meters. The array has been 
brought to full strength, and a comprehensive assessment of the limitations of the Argo 
observing system is urgently needed. 
 
The main goal of this study is to examine how well the Argo observing system determines the 
state of the global upper ocean. For this purpose, this study employs a suite of observation 
system simulation experiments (OSSE) in ocean general circulation models. Oceanic fields in 
these experiments are sub-sampled in ways similar to how the Argo float array samples the 
ocean, reconstructed and compared with the direct model fields. This procedure leads to 
quantification of errors in reconstructions of the oceanic state by the actual Argo array and 



understanding of factors that control these errors, and is expected to assist interpretation of Argo 
data. The project directly addresses the second mission goal of the NOAA Strategic Plan: to 
Understand Climate Variability and Change to Enhance Society’s Ability to Plan and Respond, 
in the area of Climate Observations and Analysis. 
 
The research is being carried as a part of the Cooperative Institute for Marine and Atmospheric 
Studies (CIMAS) program. The relevant CIMAS theme is Integrated Ocean Observations, 
which has the objectives “to improve the integration of modeling and physical measurements in 
the ocean and the atmosphere so as to achieve optimal designs of observing systems; to develop 
the criteria for the acquisition of oceanic data needed to determine and document the role of the 
ocean in long-term climate change and to monitor these changes”. 
 
The work on this project began at the University of Washington (Seattle, Washington) and is 
now continued at the Rosenstiel School of Marine and Atmospheric Science (Miami, Florida). 
 
3. Scientific Accomplishments 
During FY 2009, the analysis of the expected performance of the Argo observing system in a 
suite of observation system simulation experiments (OSSE) coarse-resolution OGCM has been 
completed (in collaboration with Drs. Wei Cheng, E.S. Sarachik and D.E. Harrison, University 
of Washington). Our activities during this year were focused on the benefits of sustained 
observations and effects of float divergence and random instrumental errors. The manuscript 
describing these findings is published in the Journal of Geophysical Research. 
 
The next important step of this project is to extend these analyses to high-resolution, eddy-
permitting simulations of the oceanic state. These analyses are currently in progress and have 
already led to interesting results. The presence of mesoscale variability introduces a wealth of 
important effects on the accuracy of the Argo system, which have not been addressed before in 
scientific literature. Such effects are demonstrated in a high-resolution idealized simulation of 
the North Atlantic (manuscript in preparation). In collaboration with Drs. Z. Garraffo and C. 
Schmidt, we have also begun numerical simulations of the Argo array in a state-of-the-art high-
resolution global OGCM (HYCOM).  
 
Coarse-resolution studies  
 
The global ocean model used in this study has 2o resolution in both latitude and longitude. The 
simulated ocean state is as realistic as can be expected in a coarse-resolution model. However, 
because of the coarse resolution, the intensity of the boundary currents is underestimated and the 
mesoscale eddies are not resolved. The effects of the oceanic velocities on the Argo array in 
reality are expected to be even stronger than in this model. 
 
In these OSSE, 3,000 Argo floats are advected with the GCM-simulated velocities at 1500m 
depth during most of the time. Every 10th day, a simulated float surfaces, while taking the 
temperature and salinity (T/S) profile; it then spends 8 hours at the surface, where the float is 
advected by the surface currents. Random instrumental errors are added to the data. Resulting 
data are used to reconstruct temperature and salinity of the ocean, using objective analysis. The 
simulations are carried for ten years. 
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We have analyzed the expected accuracy of the Argo system in reconstructing such important 
oceanographic variables as temperature, salinity, upper ocean heat content (UOHC, calculated 
over the top 800 m) and mixed layer depth (MLD). For each of the variables, the analysis is 
carried for:  
 

(i) annual-mean values;  
(ii) amplitude of the annual cycle: the absolute value of the difference between the 

September and March values;  
(iii) amplitude of the interannual difference: the absolute value of the difference between the 

annual means for year 10 and year 1. 

The first two or these variables characterize the climatology averaged over 10 years of GCM 
data. The second and third variables quantify the amplitude of the variability on annual and 
interannual time scales.  
 
We analyze the reconstruction errors, the difference between the actual GCM-simulated and 
reconstructed fields. Results are described in Kamenkovich et al. (2009) and are briefly 
summarized below:  
 

1) Overall performance of the simulated Argo array is good, and the reconstructed 
climatological means of such key quantities as the temperature, salinity, UOHC, and 
mixed layer depth are very close to the actual OGCM-simulated values in most of the 
global ocean. In particular: 

 The errors in temperature exhibit a maximum at approximately 100-150m, where the 
average errors in the annual mean reach 0.6 degrees in ACC and 0.3 degrees 
elsewhere. Average errors below 1000m are very small, less than 0.1 degrees.  

 The reconstructed climatology of UOHC is close to the actual GCM-simulated values 
over most of the ocean. The errors are particularly small for the annual-mean values 
and the magnitude of the annual cycle. However, the reconstruction errors are more 
significant in the regions of high gradients and intense currents, particularly in the 
Antarctic Circumpolar Current (ACC) and high-latitude North Atlantic.  

 The largest errors in these regions are found in the magnitude of the interannual 
difference (Figure 1), which suggests that the detection of interannual trends from the 
Argo data alone can be problematic.  

 Similar to UOHC, the reconstruction errors in MLD are significant in ACC and the 
high-latitude North Atlantic. Errors in the magnitude of the annual cycle are 
particularly large.  

 Random errors in temperature and salinity do not affect the overall performance. 

 Extended observations (from 5 to 10 years) significantly improve reconstruction of 
the interannual difference and linear trend. 

2) Advection of the Argo floats has an overall adverse effect on the reconstruction of the 
oceanic state. In particular, 
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 Gradual loss of spatial sampling coverage, caused by divergent oceanic currents, 
additionally results in large errors in the subpolar region of the North Atlantic, parts 
of the ACC and some coastal areas (Figure 2). 

 Sensitivity experiment, in which the simulated floats do not move, exhibits a 
substantial reduction in the reconstruction errors. The largest difference is found in 
ACC, where the float advection is demonstrated to be the main cause of 
reconstruction errors in the standard case. 

3) The reduction in the number of floats (from 3000 to 1500) leads to a substantial (30-40 
per cent) increase in the reconstruction errors, demonstrating the potential decrease in the 
reconstruction skill due to the floats gradually reaching the end of their lifetime. 

 
Eddy-resolving simulations of the North Atlantic 
 
To investigate the effects of mesoscale variability on the accuracy of the Argo system, we 
continued our last-year analysis of the OSSE in a high-resolution regional model of the North 
Atlantic. High horizontal resolution of these OSSE (1/8o resolution in latitude/longitude) permits 
simulation of mesoscale eddies. Initially, 250 Argo floats are evenly distributed in the model 
domain; the floats are then advected by GCM-simulated currents for nine model years. Four 
experiments are being analyzed and described in a manuscript (in preparation): 
 

1) In the control simulation, the Argo floats are advected by the full velocities. In agreement 
with the coarse-resolution experiments, the regions of the fast advection correspond to 
the largest systematic biases in the reconstructed fields and loss of spatial sampling 
coverage. The reconstruction errors in UOHC are substantial in most of the subpolar gyre 
(Figure 3a). 

2) The effects of mesoscale variability on the expected accuracy of the Argo system are 
studied in the second experiment (“time-mean” case), in which the mesoscale variability 
is removed from both the velocities and temperature/salinity fields. As Figure 3b 
demonstrates, the mesoscale variability explains a substantial part of the reconstruction 
errors in the control experiment, particularly in the subpolar gyre.  

3) If the mesoscale variability is removed from the velocities and not from the temperature 
and salinity, the errors are very similar to those in the time-mean case. The high-
frequency variability in velocities (and float movements) is, therefore, the main cause of 
the increase in reconstruction errors due to eddies.  

4) To further quantify effects of advection, we conduct the fourth experiment, in which the 
magnitude of mesoscale variability is amplified by a factor of 2.5. This amplification 
factor was chosen to bring the variance in the simulated sea-surface height closer to the 
observed one. As a result of the amplification, the biases in the simulated fields increase 
everywhere in the domain, with the largest change within the Labrador Current, and near 
the Cape Hatteras.  
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Global high-resolution HYCOM simulations 
 
Simulation of the Argo observing system is continued in one of the most comprehensive 
numerical models of the World Ocean: a high-resolution (1/12o) global Hybrid-Coordinate 
Ocean Model (HYCOM). These simulations exhibit realistic mean state of the ocean and its 
mesoscale variability. Float locations and sampling methods will most closely match the ones in 
the real Argo array.  
 
HYCOM model was used extensively at National Research Laboratory (NRL). A list of 
publications, and on-line presentations, are available at http://www.hycom.org. For this study, 
we will use a HYCOM global 1/12o climatological simulation with 32 vertical layers. The model 
is forced with monthly climatological ECMWF (ERA40) forcing fields plus 6-hourly anomalies 
obtained from NOGAPS winds (corresponding to Jan 2003-2004). A simple “energy loan” ice 
model is included, without advection or dynamics. 
 
HYCOM 1/12o global simulations without Argo floats have already been carried. The simulated 
stratification closely resembles observations. The eddy field is well-developed, as manifested by 
the standard deviations of the sea-surface height anomalies, which are in good overall agreement 
with the satellite-based estimates from the TOPEX-Poseidon data.  
 
Simulated Argo floats are advected at the depth 1000 meters for nine days, followed by a 6-hour 
ascent, 12 hours of surface advection, and a 6-hour descent to the 1000-m depth. The deployment 
sites will closely match actual Argo float locations. In a preparatory experiment, the described 
simulations of Argo float trajectories were carried in the South Atlantic region. Results show 
substantial effects of eddy advection on the float trajectories and spatial sampling coverage in the 
vicinity of South America (Figure 4).  
 
Significance of results 
These studies help to identify the regions, in which the reconstruction of oceanic variables from 
the Argo data set can be less reliable than in the rest of the World Ocean. The results also 
demonstrate several important effects of oceanic advection on the accuracy of the reconstruction. 
As shown by our coarse-resolution global simulations, float movements represent a major source 
of reconstruction errors in ACC and the high-latitude North Atlantic, particularly in inter-annual 
variability. The eddy-resolving simulations further suggest that the mesoscale variability in 
velocities and float movements act to increase reconstruction errors in the North Atlantic. 
 
The results emphasize the need for additional, dense spatial sampling in ACC and the high-
latitude North Atlantic, as well as in the regions characterized by intense mesoscale variability. 
Combining Argo data with other measurements less affected by oceanic currents, such as 
satellite, XBTs and mooring data, will also help to improve accuracy of the reconstruction of 
oceanic variables. 
 
4. Education and Outreach 
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5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Kamenkovich, I., W. Cheng, E.S. Sarachik, and D.E. Harrison, 2009: Simulation of the Argo 
observing system in a global ocean model. J. Geophys. Res. 114, C09021, 
doi:10.1029/2008JC005184 

 
Kamenkovich, I., W. Cheng, E.S. Sarachik, and D.E. Harrison: Effects of mesoscale variability 

on the accuracy of the Argo observing system, in preparation 
 
 
6. Figures 
 

 

UOHC: interannual 
difference 

Figure 1 Accuracy of the reconstruction of UOHC in the standard 10-year simulation.  
Reconstruction errors are shown for the amplitude of the interannual difference (in flux units, 
contour interval is 0.25Wm-2). Values under ice are not shown. 
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Figure 2 Growth and time dependency in the monthly mean reconstruction errors in UOHC at 
the following selected locations (in temperature units of K): (a) tropical Indian, (b) high-latitude 
North Atlantic, (c) Indian sector of the ACC, and (d) midlatitude North Pacific. Time is shown in 
years. 
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Figure 3 Reconstruction errors and importance of mesoscale eddies for reconstruction of UOHC 
in the eddy-permitting North Atlantic simulations. Top panel: reconstruction errors in the control 
case. Bottom panel: the difference in the error magnitudes between the control case and the 
experiment with the time-mean fields. Units are degrees K (heat content per unit area is divided 
by 3.4x109J) 

a) Control case 
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Figure 4 Trajectories and positions of simulated Argo floats in the eddy-permitting (1/12o) 
global simulation with HYCOM model. The duration of the experiment is two months. Note 
significant effects of eddies on float trajectories in ACC. 
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1. Abstract 
 
This project has continued to investigate the utility of the global observing system for climate, 
with particular attention on characterizing anomalies relevant to understanding or forecasting US 
or global weather anomalies and projections of climate variability and change and implications 
for ne eded obs erving system a ctions.  I n F Y09 w e ha ve publ ished or  done  research on 
characterizing multi-decadal trends i n uppe r o cean t emperature an d the p lanetary carbon si nk;  
on the ability of the Argo array to monitor large scale ocean temperature anomalies; on ways of 
defining El Nino events that have the strongest connection with US winter weather anomalies;  
on unde rstanding our ability t o m odel hi gh l atitude oc ean s urface temperature;  on r ecent 
changes in equatorial Pacific zonal wind anomalies that have produced changes in cold tongue 
warming p atterns r elated to  E l Nino;  o n E NSO re lated c hanges in  a tmospheric C O2 
concentration increase.  We have also made available via PMEL the “State of the Ocean” web 
site w hich presents w eekly or  m onthly upda tes of  t he a mplitudes o f a  r ange o f oc ean a nd 
atmosphere and cryospheric anomalies relevant to global and US climate.  T he PI also was co-
organizer o f t he O ceanObs09 co nference an d chairman o f t he O cean O bservations P anel f or 
Climate (c o-sponsored by t he G lobal C limate O bserving System pr ogram, t he Global O cean 
Observing S ystem p rogram an d t he World C limate R esearch P rogram) an d w as ac tive in th e 
management committee of the Joint Commission for Oceanography and Marine Meteorology. 
 
 
2. Project Summary 
 
The Observing System Research Studies group performs data and modeling s tudies to identify 
climatically s ignificant o cean-atmosphere i nteraction pa tterns, i dentify i ndices that us efully 
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characterize their amplitudes and study their linkages to US and global weather anomalies, with 
the goals of  improving our  awareness and understanding of  present climate conditions and the 
effectiveness o f the g lobal o bserving sy stem f or cl imate.   We seek  t o i dentify u seful cl imate 
indices/indicators of the state of the climate system, together with estimates of their uncertainty, 
that help society understand, forecast and project seasonal and longer term weather and climate 
anomalies.  We pr ovide gui dance about t he specific a ctivities r equired of  t he gl obal c limate 
observing system to meet its goals as well as work to help understand developing user needs.   
 
We a lso w ork w ithin the N OAA, US, in ternational and intergovernmental oc ean a nd c limate 
organizations t o de velop a greed i nternational plans f or t he c limate obs erving system, a nd 
standards for making the observations and for sharing data among all interested parties, and for 
internationally coordinated activities to exploit the data collected, for the good of all nations. 
 
This pr oject doe s not  c ollect a ny o bservations, but  doe s m ake oc ean a nd c limate i nformation 
available vi a t he S tate of  t he O cean w ebsite mirror a t PMEL, a nd c ollaboration w ith t he 
Observing System Monitoring Center project led by Steve Hankin. 
 
 
3. Scientific Accomplishments 
 
A. Characterizing warm-ENSO events using outgoing longwave radiation. We showed t hat 
outgoing longwave radiation (OLR) information can be used to give rather unique perspective on 
recent E l N ino-Southern Oscillation (ENSO) behavior.  This OLR perspective has a d istinctly 
event-like character, not seen in the indices most-commonly used describe the anomaly state of 
the t ropical P acific, such a s N ino 3.4 r egion SSTA or  the S outhern Oscillation Index.  T his 
makes determination of “event-status” based on OLR less ambiguous than using other commonly 
used ENSO indices, which show a  continuous interannual distribution of neutral-to-secondary-
to-large anomalies.  In OLR, the most commonly agreed upon warm-events stand out.  OLR also 
offers a more dynamically-direct connection to the global seasonal weather anomalies caused by 
ENSO, which are of the more general societal concern than specific tropical Pacific conditions.  
Examination o f a tmospheric g eopotential h eight anomalies f rom n umerical w eather prediction 
models c onfirms t hat s ignificant a nd r obust a tmospheric c irculation anomalies a re dr iven over 
the N orth P acific and North A merica in y ears d istinguished b y e astern c entral p acific O LR 
variability.  Groups of years considered “El Nino” based on some other ENSO indices, but not 
particularly di stinctive ba sed on O LR be havior, do not  s how s uch a nomalies.  T his w ork 
suggests that eas tern central P acific O LR i nformation b e u sed, both ope rationally a nd 
historically, to identify the El Nino events that are most likely to have substantial and predictable 
effects on N. American weather (see Chiodi and Harrison, 2010a, for more information.) 

 
B. The annual range of Southern Hemisphere SST and reasons for the high latitude fall-off.  
Explanations for the observed structure of the seasonal range of sea surface temperature (SST) 
can be found in classic oceanographic texts, but are found here to be incomplete. Results show 
newly av ailable ocean mixed l ayer de pth e stimates, made pos sible by t he A rgo obs erving 
system, can be used to reasonably predict the observed zonal mean SST seasonal range structure 
in the ice-free latitudes of the Southern Ocean.  Analysis shows that the deepening of the ocean 
mixed layer with latitude and its temporal behavior are both key to understanding the observed 
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structure, bu t the models used in this s tudy were unable to adequately reproduce the observed 
behavior, suggesting that w e ha ve more t o l earn a bout the w ays oc ean dyna mics c ontrol t he 
annual range of surface temperature at high latitudes (see Chiodi and Harrison, 2010b, and figure 
below for more information).  Because IPCC models suggest that climate change will be evident 
first a t h igher la titudes, im proving our a bility t o e valuate m odel be havior a t hi gh l atitudes is 
important.  Accurate observations of SST and ocean mixed layer depth, and improved estimates 
of air-sea heat flux components are important contributions from the ocean observing system. 
 
 

 
Figure Caption. Annual range of zonally averaged SST (solid black curve), zonally averaged net air-sea heat flux 
(green curve) and zonally averaged SST from a simplified 1-dimensional ocean model that resolves only the heating 
of the ocean mixed layer (OML) by the surface fluxes (dashed curves; each uses a different contemporary data set 
for O ML i nformation).   It i s n otable t hat although t he structure of t he r anges of f luxes a nd SST roughly a gree 
between 15S and about 35S, the SST range decreases with latitude south of 35S, while the annual range in the fluxes 
does not.  We showed that this behavior can be explained by our present knowledge of observed OML behavior, but 
that it is difficult to reproduce this behavior with a prognostic OML model. Thus, important questions remain about 
the physics that control fundamental aspects of upper ocean behavior at high latitudes.  
 
C. Differences between pre- and post- 1997/1998 Westerly Wind Events and cold tongue 
warming. We showed that there has been a change in the wind patterns associated with westerly 
wind events over the tropical Pacific since the major 1997-98 El Nino event, and that these seem 
sufficient to explain why we have been having more ‘Dateline El Nino’ than ‘conventional El 
Nino’ ev ents si nce t hen.  We used n umerical ocean m odel ex periments t o o btain t he l atter 
conclusion.  T his w ork s uggests a  ne w i ndex t hat takes into account t he ba sin scale w ind 
anomaly c onditions present du ring a westerly wind e vent might be  developed for tracking the 
likelihood o f a n E l N ino a ppearing i n a ny g iven ye ar.  P resentation o f t his w ork at na tional 
scientific conferences has been successful in generating considerable interest in the phenomena 
documented by t his study a mong t he r esearch a nd f orecasting/monitoring c ommunities (see 
Harrison and Chiodi, 2009, for more information.)  We shall work further on possible wind stress 
indices in FY10. 
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D. Effectiveness of the Argo observing system in measuring upper ocean heat content and 
temperature examined in an ocean general circulation model.  We have confirmed that over 
most of  t he oc ean, t he c urrent A rgo obs erving s ystem, c onsisting pr esently of  a pproximately 
3200 pr ofiling f loats, i s ve ry c apable of  r esolving t he l arge s cale va riability of  s everal ke y 
oceanic q uantities, su ch a s t emperature, s alinity, uppe r oc ean he at c ontent a nd mixed l ayer 
structure.  R esults s how, how ever, t hat i n s ome r egions c haracterized by s trong c urrents a nd 
horizontal gradients, improvements to  the system, such as more f loats or efforts to counter the 
spatial-sampling effects of f loat m ovements, w ould su bstantially increase the c apacity o f t he 
observing s ystem t o measure interannual va riability i n t hese r egions (see K amenkovich e t a l. 
2009, for more information.) 
 
E. Effects of surface forcing on the seasonal cycle of the eastern equatorial Pacific. We have 
examined the effects of the various components of surface forcing on the seasonal cycle in the 
eastern equatorial Pacific.  Much attention has been paid in the literature to the importance of the 
component of the seasonal cycle dr iven by m eridional wind variability.  O ur results show that 
zonal wind variability is key, but that accurate knowledge of both wind components and surface 
heat f lux i s n ecessary f or o cean m odels t o a ccurately r esolve m any a spects of  t he obs erved 
seasonal cy cle ( see H arrison e t al ., 2 010, f or m ore i nformation.)  We al so a rgue t hat su rface 
current information is critical to evaluating the utility of model studies, and that having 5m depth 
currents a t t he T AO a rray e quatorial m ooring si tes (even f or j ust a f ew y ears) co uld b e v ery 
helpful for evaluation of model results. 
 
F. Improved land use change emission estimates needed to reliably determine CO2 airborne 
fraction trend and whether the efficiency of the planetary carbon sink is changing. The 
increase of atmospheric carbon dioxide due to emissions from anthropogenic sources is less than 
it would be if a ll emission r emained in t he a tmosphere because, on a verage, about half of  t he 
emitted carbon is taken up by natural land and ocean processes.  Determining the behavior of this 
planetary sink is a first step toward predicting future atmospheric carbon dioxide levels because 
the s trength of  t he s ink m ust a lso be f orecast.  T he s trength of  t he s ink c an be  inferred f rom 
measured i ncreases in a tmospheric carbon concentration a nd e stimates of t otal a nthropogenic 
emissions, but some of the emission sources are known better than others.  Particularly, there has 
been a wide range of published estimates of emissions resulting from land use change practices, 
such as tropical deforestation.  Results of this work show that, over the period of the Mauna Loa 
CO2 record, trends in the strength of the sink can be either positive or negative depending on the 
land use change scenario;  t he more that the land use emissions have increased over t ime, the 
more likely it is  that the strength of the sink has increased.  This shows that some recent work 
claiming that the s trength of  the s ink i s decreasing depends crucially on i ts choice of  land use 
change scenario (see Harrison and Chiodi, 2010c and figure below, for more details.)  It appears 
that oceanic carbon inventory measurements, while of  i ntrinsic i nterest for many r easons, will 
not be sufficient to settle the question of whether the efficiency of the planetary carbon sink is 
changing. 
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Figure Caption.  Upper: Annual emissions from fossil fuel burning and cement production (green bars) and CO2 
growth rate at Mauna Loa (black curve.) These are the better known aspects of this issue.  Lower: land use change 
emissions from a “bookkeeping” model based on United Nations Forest and Agriculture Organization assessment 
reports (gray curve) and the best estimates and 50% uncertainty levels (shading) from recently revised International 
Panel on Climate Change Working Group I (IPCC WGI) (green) and IPCC WGIII (brown) decadal averages. Lines 
(a), (b), (c), (d), (e) and (f) are linear fits to previously published land use change emission estimates (dashed lines 
for alternate scenarios considered.) This type of emission must be specified to infer trends in the efficiency of the 
planetary sink, but as one can see, varies greatly among recently published estimates.  We have shown that, although 
each of these scenarios is at least roughly consistent with the current uncertainty of this type of emission, inferred 
planetary sink efficiency can be either decreasing or increasing over the period shown depending on which historical 
scenario i s a ssumed.  S cenarios t hat s how increasing l and use c hange emissions a re among t hose t hat produce 
increasing t rends in inferred sink ef fectiveness ( e.g. scenario “b”), while scenarios that show decreasing land use 
change emissions (e.g. scenario “f”) suggest recent decreases in the effectiveness of the planetary sink.   Reliably 
determining this trend is fundamentally important to determining future atmospheric CO2 levels. 
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G. Regional interdecadal trend variability in ocean temperature data. Accurately quantifying 
interdecadal ocean variability is an important first step toward reliably determining trends over 
the historical record. We have explored the effects that some bias corrections have on estimates 
of in terdecadal temperature v ariability in  d ifferent o ceanic r egions.  R ecent research in dicates 
that, b ased on c omparison w ith instruments t hat m easure d epth (pressure) an d temperature 
concurrently, our  r eliance i n pr evious de cades on e xpendable ba thythermographs ( XBTs) f or 
temperature i nformation pr oduces a de cadally-varying t emperature bi as.  R esults have s hown 
that n ew X BT b ias c orrections significantly r educe t he l evel of interdecadal variability i n 
globally-averaged ocean temperature.  We have shown that bias-corrected regional temperature 
data still contains st rong interdecadal variability, and that the b ias corrections are smaller than 
the interdecadal signal on regional scales (see Carson and Harrison, 2010, for more information).  
This w ork s hows t he e xtreme i mportance of  l ong-time accu rate o bservations o f t he o cean i n 
order to g et a  re liable picture o f l ong-term t rends.  T rends ove r e ven a 2 0year p eriod c an b e 
strongly aliased by interdecadal variability. 
 
H. ENSO effects on the amount of anthropogenically emitted carbon dioxide that is absorbed 
each year by the natural planetary sink. The annual growth rate of atmospheric carbon dioxide 
(CO2) shows variability on interannual timescales that can not be explained by carbon emissions 
from industrial processes. Evidently most of this variability is driven by year-to-year changes in 
the amount of carbon taken up by natural planetary processes. Though a large variety of regional 
seasonal climate anomalies occur each year, in some regions there are strong statistical linkages 
between extremes of the El Nino-Southern Oscillation (ENSO) phenomenon and some of these 
seasonal climate anomalies. One of the more interesting, but not  yet fully understood, of  these 
linkages ca n b e i nferred f rom t he r elationship b etween ex tremes i n t he g rowth r ate o f 
atmospheric CO2 and ENSO-state. We have revisited this relationship and confirmed results from 
many (but not al l) previous related studies, showing that there is a strong relationship between 
ENSO and growth rate extremes, especially in the warm-event (El Nino) case,  where i t can be 
argued t hat over t he l ast 50 ye ars, the ye ars w ith t he lowest pl anetary C O2 uptake an omalies 
(bottom 20%) all have warm-ENSO status.  This relationship offers a unique opportunity to test 
for t he successful inclusion of  bi ogeochemical p rocesses i n coupled a tmosphere-ocean-land 
models (see Chiodi and Harrison, 2010c, for more information.) 
 
 
4. Education and Outreach 
 
Mark C arson c ontinued t o m ake pr ogress t oward a  P hD in phys ical oceanography f rom t he 
College of Oceanography and Fishery Science at the UW.  He presented research results at two 
national meetings. 
 
Andy C hiodi pr esented results f rom our  w ork on us ing a n E l N ino i ndex ba sed o n out going 
longwave r adiation i nformation a t t he 89 th Annual A merican Met eorological S ociety Meet ing, 
January 11-15, 2009 i n Phoenix, AZ, and the Fall AGU meeting, December 15-19, 2008, S an 
Francisco, CA.  R esults from our work on changes in the character and effects of recent period 
westerly wind event wind anomalies were also presented at the Fall AGU meeting.   
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The PI participated in 27 (see list below) steering committee meetings, workshops and fora on 
ocean and climate observations during the FY.  He also was co-organizer of the OceanObs2009 
Conference in V enice, I taly in S ept, 2009, w hich br ought together ove r 600 pa rticipants f rom 
more than 30 nations to summarize the progress made in ocean observing over the past decade, 
identify c ommunity pl ans f or a ctions t hat c ould be  unde rtaken in t he c oming de cade, a nd to 
envision a  much m ore i ntegrated sustained oc ean obs ervation and oc ean i nformation system, 
involving b iology, b iogeochemistry a nd phy sical c limate i n the c oming de cade.  S ee 
www.oceanobs09.net for much more information. 
 
The PI played a  leading role in preparation of  a  new version of  the Global Climate Observing 
System Implementation plan for the United Nations Framework Convention on Climate Change.  
The draft has been posted on the GCOS web site for external comment, and will be finalized in 
FY10 and submitted to the UNFCCC’s Subsidiary Body for Science and Technology. 
 
The P I a lso continued to l ead the Ocean Observations Panel for C limate, co-sponsored by  the 
Global Ocean Observing System project, the Global Climate Observing System project and the 
World Climate Research Program, handing the Panel off to Dr. Eric Lindstrom during the FY.  
 
The PI also continued to lead the Climate Program Office’s Climate Observing System Council, 
a di scussion gr oup t hat provides N OAA a nd n on-NOAA c limate sci ence l eaders and u sers to 
provide their perspectives to NOAA climate observation program leadership. 
 
Outreach and Education and Planning/Steering Meetings 
D.E. Harrison FY09 
 
2008 
Oct 6-7 OceanSynth-III Jamstec/Tokyo        
Oct. 14-17 GlobClimOS SC  GVA           
Nov 12-15  Fall GODAE Final conf  Nice, Fr       
Nov 24-25 (26?) GCOS SBSTA Progress rpt GVA      
Dec 2-4 COSC Autumn DC         
Dec 8-12 JCOMM Mgmt Comm Melbourne        
2009 
Jan 5-9 POGO-10  Concepcion, Chile      
Jan 21-22 OCO site visit Princeton 
Feb 2-5  GCOS ImpPlan v.w GVA      
Feb 23-28  GSSC-XII  Perth      
Mar9-11 JCOMM ObsCoordGp Paris       
Mar 18-20 GCOS SBSTA Final GVA    
Mar 27 OceanObs09 Planning Paris 
Apr1 OCO visit HQ DC          
Apr 14-16 COSC  DC      
Apr 20-22 JIMO External Board Review San Diego       
April 27-1 May  Atmos Obs Panel Climate.  Geneva       
May 11-15 EuroEnvironAgency Obs Workshp Copenhagen      

http://www.oceanobs09.net/�
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May 19-23 CLIVAR SSG Madrid     
June2-5 Ocean and Land primary Prod Wkshp Ispra,IT     
June 10-12 I-GOOS SC Paris       
July 7-10 OceanObs09 planningParis      
July 20-22 GCOS Imp Plan v.2 GVA   
Aug 13-14 OceanObs09  Planning DC      
Aug 24-27 IOOS NatForumRegAssocs Seattle      
Aug 31-4Sept WorldClimateConf-3 Geneva      
Sept 21-25  OceanObs09  Conf. Venice 
 
 
5. Publications and Reports 
 

 
 

 
Summary: 

4 Papers are in press or have appeared in refereed literature since the start of FY09.  
3 Papers have been submitted to refereed journals. 
2 Papers have made significant progress. 
5 Papers are in press as part of the OceanObs09 conference publication process. 
 

Publications accepted in refereed journals: 
 
Chiodi, A .M., a nd E .D. H arrison, 2010:  C haracterizing E NSO va riability i n the e quatorial 

Pacific: An OLR perspective. J. Climate. [Accepted] 
 
Chiodi, A .M., a nd D .E. H arrison, 2010:  T he a nnual r ange of  s outhern he misphere S ST; 

Comparison w ith s urface he ating and pos sible r easons f or t he hi gh-latitude f all o ff. J. 
Climate. [Accepted] 

 
Harrison, D .E., a nd A .M. C hiodi, 2009:  P re- and pos t-1997/1998 w esterly w ind e vents a nd 

equatorial Pacific cold tongue warming. J. Climate, 22(3), 568–581.  
 
Kamenkovich, I ., W. C heng, E .S. S arachik, a nd D .E. Harrison, 2009:  S imulation of  t he A rgo 

observing system in an ocean general circulation model. J. Geophys. Res., 114, C09021, doi: 
10.1029/2008JC005184 

  
 
Manuscripts submitted to refereed journals: 
 
Harrison, D.E., A. Chiodi, and G. Vecchi, 2010: Effects of surface forcing on the seasonal cycle 

of the eastern equatorial Pacific. J. Mar. Res. [Submitted] 
 
Harrison, D.E., and A.M. Chiodi, 2010: Is the efficiency of the planetary CO2 sink decreasing? 

The effects of uncertain land use change emission records. Geophys. Res. Lett. [Submitted] 

5.1. Publications by Principal Investigators 
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Larkin, N .K., a nd D .E. H arrison, 2 010: T he 1 997–98 E l Niño a nd t he pos t-WWII c omposite 

event. J. Climate. [Submitted] 
 
 
In preparation for submission to refereed journals: 
 
Carson, M., and D.E. Harrison, 2010: Regional interdecadal variability in bias-corrected ocean 

temperature data. J. Climate. [In preparation] 
 
Chiodi, A .M. and D .E. Harrison, 2 010: The e ffects of th e E l Nino-Southern O scillation 

phenomenon on the growth rate of atmospheric carbon dioxide. J. Climate. [In preparation] 
 
 
OceanObs09 publications: 

 
Lee, T., D. Stammer, T. Awaji, M. Balmaseda, D. Behringer, J. Carton, N. Ferry, A. Fischer, I. 

Fukumori, B . G iese, K . Haines, E . Harrison, P . Heimbach, M . Kamachi, C . Keppenne, A . 
Köhl, S. Masina, D. Menemenlis, R. Ponte, E. Remy, M. Rienecker, A. Rosati, J. Schroeter, 
D. S mith, A . W eaver, C . W unsch, a nd Y . X ue (2009): O cean s tate e stimation f or c limate 
research. I n Proceedings of  t he "O ceanObs'09: Sus tained O cean O bservations and  
Information for Society" Conference (Vol. 2), Venice, Italy, 21–25 September 2009, Hall, J., 
D.E. Harrison, and D. Stammer, Eds., ESA Publication WPP-306. [In press] 

 
Palmer, M .D., J . A ntonov, P . B arker, N . B indoff, T . Boyer, M . C arson, C .M. Domingues, S . 

Gille, P. Gleckler, S. Good, V. Gouretski, S. Guinehut, K. Haines, D.E. Harrison, M. Ishii, 
G.C. J ohnson, S . L evitus, M .S. L ozier, J .M. L yman, A . M eijers, K . von S chuckmann, D . 
Smith, S. Wijffels, and J. Willis (2009): Future observations for monitoring global ocean heat 
content. I n Proceedings of  the "O ceanObs'09: Sus tained O cean O bservations and 
Information for Society" Conference (Vol. 2), Venice, Italy, 21–25 September 2009, Hall, J., 
D.E. Harrison, and D. Stammer, Eds., ESA Publication WPP-306. [In press] 

 
Rienecker, M.M., T. Awaji, M. Balmaseda, B. Barnier, D. Behringer, M. Bell, M. Bourassa, P. 

Brasseur, J . Carton, J . Cummings, L.-A. Breivik, E . Dombrowsky, C . Fairall, N . Ferry, G. 
Forget, H. Freeland, S.M. Griffies, K. Haines, D.E. Harrison, P. Heimbach, M. Kamachi, E. 
Kent, T. Lee, P.-Y. Le Traon, M. McPhaden, M.J. Martin, P. Oke, M.D. Palmer, E. Remy, T. 
Rosati, A . S chiller, D .M. S mith, D . S nowden, D . S tammer, K .E. Trenberth, a nd Y . X ue 
(2009): S ynthesis a nd a ssimilation s ystems—Essential ad juncts to t he G lobal O cean 
Observing System. In Proceedings of the "OceanObs'09: Sustained Ocean Observations and 
Information for Society" Conference (Vol. 1), Venice, Italy, 21–25 September 2009, Hall, J., 
D.E. Harrison, and D. Stammer, Eds., ESA Publication WPP-306. [In press] 

 
Stammer, D., A. Köhl, T. Awaji, M. Balmaseda, D. Behringer, J. Carton, N. Ferry, A. Fischer, I. 

Fukumori, B . G iese, K . H aines, E . H arrison, P . H eimbach, M . K amachi, C . K eppenne, T . 
Lee, S. Masina, D. Menemenlis, R. Ponte, E. Remy, M. Rienecker, A. Rosati, J. Schröter, D. 
Smith, A . Weaver, C . Wunsch, a nd Y . X ue (2009): O cean i nformation pr ovided t hrough 
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ensemble o cean sy ntheses. I n Proceedings of  t he " OceanObs'09: Sus tained O cean 
Observations and I nformation f or Soc iety" Conference ( Vol. 2) , Venice, I taly, 21 –25 
September 2009, Hall, J., D.E. Harrison, and D. Stammer, Eds., ESA Publication WPP-306. 
[In press] 

 
 

 
 

Listed below are some papers that have appeared in refereed literature since the start of FY09 that 
cite recent (post-2005) work by Observing System Research Studies investigators: 
 
Du Y, Xie SP, G. Huang , e t al., 2009: Role of Air-Sea Interaction in the Long Persistence of El 

Nino-Induced North Indian Ocean Warming. J. Climate,   22 (8), 2023-2038.  
 
Schott F.A., S.P. Xie, J.P. McCreary, 2009: Indian Ocean Circulation and Climate Variability. 
Rev. Geophys., 47, RG1002.  
 
von Schuckmann K, F. Gaillard and P.Y. Le Traon, 2009: Global hydrographic variability patterns 

during 2003-2008, J. Geophys. Res., 114, C09007. 
 
Cravatte S, T. Delcroix, D.X. Zhang, et al., 2009: Observed freshening and warming of the western 

Pacific Warm Pool, Climate Dynamics, 33(4), 565-589. 
 
McPhaden M.J., G. Meyers G and K. Ando, et al., 2009: RAMA The Research Moored Array for 

African-Asian-Australian Monsoon Analysis and Prediction. Bull. Amer. Meteorol. Soc., 90 (4), 
459-+. 

 
Alory G and G. Meyers, 2009: Warming of the Upper Equatorial Indian Ocean and Changes in the 

Heat Budget (1960-99), J. Climate, 22 (1), 93-113. 
 
Lyman J.M. and G .C. J ohnson, 2008: E stimating A nnual G lobal U pper-Ocean H eat C ontent 

Anomalies despite Irregular In Situ Ocean Sampling, J. Climate,  21 (21) , 5629-5641    
 
 
Hu Z .Z. a nd B.H. Huang, 2 009: I nterferential I mpact o f ENSO and PDO o n Dry a nd Wet 

Conditions in the US Great Plains. J. Climate, 22, (22), 6047-6065. 
 
Ashok K. and T. Yamagata, 2009: CLIMATE CHANGE The El Nino with a difference 
Nature,   461,(7263) , 481-+. 
 
Yeh S.W., J.S. Kug, B. Dewitte, et al. El Nino in a changing climate, Nature, 461(7263),  511-U70. 
 
Kim H.M., P.J. Webster a nd J .A. Curry, 2 009: I mpact of S hifting Patterns o f P acific Ocean 

Warming on North Atlantic Tropical Cyclones, Science,  325 (5936),   77-80. 
 
Goodrick S.L. and D.E. Hanley, 2009: Florida wildfire activity and atmospheric teleconnections, 

5.2. Other Relevant Publications 
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Int. J. Wildland Fire,  18(4),  476-482. 
 
McPhaden M .J. and X .B. Z hang, 2 009: Asymmetry in zonal phase propagation o f E NSO s ea 

surface temperature anomalies, Geophys. Res. Lett., 36, L13703. 
 
Kug, J .S., F.F. J in a nd S.I. An, 2009: T wo t ypes o f E l Nino E vents: Cold Tongue El N ino a nd 

Warm Pool El Nino, J. Climate, 22(6), 1499-1515. 
 
Ashok, K., S. Iizuka, S.A. Rao et al., 2009: Processes and boreal summer impacts of the 2004 El 

Nino Modoki: An AGCM study, Geophys. Res. Lett., 36, L04703. 
 
Weng, H.Y., S.K. Behera, T. Yamagata, 2009: Anomalous winter climate conditions in the Pacific 

rim during recent El Nino Modoki and El Nino events, Climate Dyn., 32(5), 663-674  
 
 
Please note: the requested manuscripts authored by members of the Ocean Observing Systems 
Research Studies group can be downloaded in Adobe PDF format at the following website: 
 
http://staff.washington.edu/chiodi/manuscripts/manuscripts.shtml 



 

 

 

 

 

 

 

 

XI. Data Management 
 

a. The Observing System Monitoring Center (OSMC) 

b. NDBC OceanSITES GDAC 

c. NDBC Metadata Services for the Climate Data Assembly Center 

d. World Ocean Database Project 

e. U.S. Research Vessel Surface Meteorology Data Assembly Center 

f. Ocean Data Management at NCDC From Ingest to Archive, Blended Products and Data Services 

 



The Observing System Monitoring Center (OSMC) 
Steven Hankin1, Kevin J. Kern2 and Ray (“Ted”) Habermann3 
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2 NOAA National Data Buoy Center, Stennis Space Center MS 

3 NOAA National Geophysical Data Center, Boulder CO 
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1. Abstract 
 
The Observing System Monitoring Center (OSMC) is an information gathering, decision 
support, and display system for NOAA's Climate Observations and Monitoring Division 
(COMD).  The OSMC helps COMD to ensure that NOAA meets the long-term observational 
requirements of forecast and modeling centers, international research programs, major scientific 
assessments, and decision-makers. To monitor the full suite of ocean sensors the OSMC ingests 
real time ocean observations carried on the GTS as well as (increasingly) real time and delayed 
mode observations carried on Internet protocols such as OPeNDAP, SOS and FTP.   The OSMC 
permits the many “networks” of in situ ocean observing platforms -- ships, surface floats, 
profiling floats, tide gauges, etc. -- to be viewed as a single system.  It provides tools to help 
managers to assess the contributions of different countries and programs.  It provides tools to 
help scientists track the effectiveness of in situ observations for assessing the state of measured 
parameters – temperature, salinity, etc.  The OSMC is also a key component in emerging 
ocean/climate data integration strategies.  It integrates US coastal (IOOS) and global (GOOS) 
observations.  It integrates indices of climate change with observations.  Increasingly it integrates 
in situ observations with gridded climate analysis products – climatologies, state estimations and 
model forecasts – and is positioned to play a key role in the fusion and intercomparison of 
observations and models in support of such activities as IPCC AR5/CMIP5.   



 
2. Project Summary 
The Observing System Monitoring Center (OSMC) is an information gathering, decision 
support, and display system for NOAA's Climate Observations and Monitoring Division 
(COMD).  The OSMC helps COMD to ensure that NOAA meets the long-term observational 
requirements of forecast and modeling centers, international research programs, major scientific 
assessments, and decision-makers. To monitor the full suite of ocean sensors the OSMC ingests 
real time ocean observations carried on the GTS as well as (increasingly) real time and delayed 
mode observations carried on Internet protocols such as OPeNDAP, SOS and FTP or in 
dedicated data management systems.   The OSMC permits the many “networks” of in situ ocean 
observing platforms -- ships, surface floats, profiling floats, tide gauges, etc. -- to be viewed as a 
single system.  It provides tools to help managers to assess the contributions of different 
countries and programs.  It provides tools to help scientists track the effectiveness of in situ 
observations for assessing the state of measured parameters – temperature, salinity, etc.  The 
OSMC is also a key component in emerging data integration strategies.  It integrates US coastal 
(IOOS) and global (GOOS) observations.  It integrates time-series indices of climate change with 
observations.  Increasingly it integrates in situ observations with gridded climate products – 
climatologies, state estimations and model forecasts – and is positioned to play a key role in the 
fusion of observations, products and climate forecast models in support of such activities as 
IPCC AR5/CMIP5.   
 

 
Figure 1.  Several examples of maps generated by the OSMC 

 

Figures 1 illustrates how the OSMC maps display the status of the global observing system for in 
situ ocean surface meteorological and oceanographic measurements.   
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Waterlevel from Australian Tide Gauge

Summer 2009 journey of Drifter#43520

SST data from a Tropical Moored Buoy 

XBT Profile Data from 
VOSCLIM ship ATIU

 

Figure 2.  A sample of the drill down products available from the OSMC 

OSMC users may constrain their selections of observations by factors such as the observing 
platform type, the programs associated with platforms, parameter (temperature, sea level height, 
etc.), contributing nation and instrument ID.  Maps may be requested for arbitrary time intervals 
– daily, weekly, etc.  With a click the user can “drill down” to read details of a particular 
platform and the measurements it has made as shown in Figure 2. 
 

 
Figure 3.  Time series showing progress implementing the ocean observing system 
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The OSMC can generate time series plots to show long term trends in observing system coverage 
(Figure 3).  Tabulated summaries generated by the OSMC show the counts of platforms by ocean 
basin and platform type and contributing nation for any selected time contained in the OSMC 
database (Figure 4).   
 

 
Figure 4. One of many OSMC table-based summaries 
 
The OSMC also displays observing system metrics, incorporated into the system as they are 
developed by NOAA observing system scientists and others.  These analysis capabilities help 
managers and scientists to assess the adequacy of the observations for inference of critical ocean 
state fields, such as sea surface temperature.  Figure 5 shows a 5x5 degree gridded analysis of a 
simple metric for the adequacy of the sampling for SST:  the percentage of weeks in which at 
least 25 observations are made in a grid box (during an arbitrarily selected 9 month period 
beginning Jan. 1, 2009).   
 

   
Figure 5.  5x5˚ SST sampling metric 
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It is widely understood that one of the great challenges in earth science data integration that must 
be addressed during the coming decade is the integration of observations and products.   The 
OSMC is a platform for climate product integration as well as climate observations monitoring.  
Some illustrations of current capabilities are shown below in figure 6 -- the integration of OSMC 
observation records with SST bias errors computed by Dick Reynolds at NCDC and served by 
OPeNDAP (left); and 
 

   
Figure 6.  Observations over Reynold’s SST bias errors (left); EBD for Jan–Oct, 2009 (right) 

the Equivalent Buoy Density (EBD) product on a 10x10º grid (right), which shows where 
additional drifting buoys should be added in order to improve satellite bias corrections for SST – 
also hosted remotely at NCDC and served to the OSMC via OPeNDAP.   The “State of the 
Ocean” indices of which we see an example in Figure 7 represent a first step in the OSMC as a 
site where various indices can be visualized and inter-compared (see further discussion under 
PMEL 2009 Accomplishments). 

 
Figure 7. Niño3.4 SST anomaly index of central tropical Pacific El Niño conditions 
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Users may optionally elect to view OSMC maps on a virtual globe with Google Earth® (Figure 8, 
left) or on Google Maps® (figure 8, right). 
 

   

Figure 8.  OSMC observations on Google Earth® (left) and on Google Maps® (right) 

The OSMC system is available on-line at http://www.osmc.noaa.gov.  It is provided as a 
resource to other NOAA centers, national research partners, and international partners.  The 
project is a joint development effort between the Pacific Marine Environmental Laboratory 
(OAR/PMEL) in Seattle, Washington; the National Data Buoy Center (NWS/NDBC) at Stennis 
Space Center in Mississippi; and the National Geophysical Data Center (NESDIS/NGDC) in 
Boulder, Colorado.  The project is aligned to take advantage of the strengths of each 
organization. PMEL (an ocean/climate research laboratory) is responsible for the analysis, 
graphics and user interface tools; NDBC (an operational organization) is responsible for the 
managing the OSMC data base; and NGDC (a data center) provides technical consulting and 
development services on the use of metadata, data bases and standard services.  The OSMC 
project is a close partner with the JCOMM in situ Observing Platform Support Centre 
(JCOMMOPS) with JCOMMOPS focusing on the deployment of and operations for platforms 
whereas OSMC focuses on the return and integration of quality data and the performance of the 
observing system as a whole including the production of climate products.   
 
3. Scientific Accomplishments  
 
The following milestones track the progress made by the OSMC project during fiscal year 2009.  
“Group” lists those accomplishments or events that involved all three partners in the 
collaborative effort. 
 
Group Accomplishments (PMEL, NDBC, NGDC) 

 The publicly accessible OSMC Web site at 
http://osmc.noaa.gov/Monitor/OSMC/OSMC.html was upgraded to version 3.2.0 in 
August 2009.  (See details under PMEL Accomplishments.)  On-going continuing 
advancements were provided via the BETA version of the site at 
http://osmc.noaa.gov:8180/beta/OSMC/OSMC.html   Outputs from the OSMC were 
featured in several plenary presentations at the OceanObs09 Symposium.   
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 Outreach efforts to the community informing them of the capabilities of the OSMC and 
the role of the community as participants in the OSMC occurred at multiple venues 
including: 

o AGU annual Fall meeting, December, 2008, “Moving Toward Climate Data 
Integration: The Observing System Monitoring Center” presentation by Kevin 
O’Brien 

o AGU annual Fall meeting, December, 2008, “Extensible Database Designs for 
Marine Observations” presentation by Kevin O’Brien 

o 89th AMS Annual meeting, January, 2009, “Using THREDDS to ‘sew’ 
observational data into the Observing System Monitoring Center” presentation by 
Kevin O’Brien 

 The OSMC supported Office of Climate Observations (OCO) needs in FY09 for 
presentation materials and information needed for numerous initiatives, briefings, and ad-
hoc requirements. 
 

 
 

Figure 9.  Underway ship observations of CO2 in the North Atlantic, Feb.-April, 2007 
 

 The OSMC group held two technical meetings – February and July – including Mike 
Johnson from OCO Headquarters and Hester Viola from JCOMMOPS at the July 
meeting.   These meetings complement the weekly technical telcons held by the group.  
Among the many outcomes of these meeting were specific work plans for the addition of 
new data types (DART buoys, Tide Gauge data from GTS) and an implementation plan 
for daily summary tables in the OSMC database that has lead to significantly improved 
performance. 

 PMEL, NGDC and NDBC worked together to refine the transfer of carbon underway 
observations into the OSMC database (see Figure 9).  A streamlined process to ingest the 
data from the Surface Ocean Carbon Atlas (SOCAT) database was created using the 
Climate System Markup Language (CSML) conventions for XML to encode underway 
carbon cruise tracks..  The larger goal behind creating this procedure is that it is 
sufficiently general to be applied to the ingestion of most non-GTS observation records 
into the OSMC database.  
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 Two new methods of downloading data from the OSMC were added in 2009 -- arbitrary 
subsets of observations downloadable 1) as netCDF; and as CSML that is requested via 
the Open Geospatial Consortium (OGC) standard Sensor Observation Services (SOS). 

 Gridded summaries of OSMC data continue to be compiled and made available as virtual 
lat-lon-time grids through the publicly available OSMC THREDDS server. 

 Work was completed on the tasks identified as joint IOOS-OSMC developments.  IOOS 
was added as a new “program” type in the OSMC database making it possible to identify 
and monitor IOOS-relevant observations.  (Note that the concept of a “program” had to 
be generalized to allow for platform may belong to more than one program.   Figure 8 
(right panel) shows IOOS platforms displayed on Google Maps. 

 
PMEL Accomplishments 

 PMEL met its on-going project leadership responsibilities for the OSMC collaboration: 
organizing meetings and telcons; overseeing the tracking of bug fixes, milestones, and 
deliverables; coordinating plans of high level strategy; helping to ensure that group-wide 
communications continue to flow smoothly.   PMEL also continued to provide the 
primary (though by no means sole) point for coordination of OSMC developments and 
outreach with projects such the Integrated Ocean Observing System (IOOS); the NOAA 
Data Management Committee (DMC/EDMC);  the NOAA “GEO-IDE” data integration 
framework; and NOAA science programs. 

 Adopting graphical techniques prototyped by NGDC, the Google Earth® displays of 
OSMC metadata were improved as shown in Figure 8.  Using Google’s “placemarks” to 
represent each platform means that the platform icons on Google Earth® are clickable to 
retrieve metadata and data plots.  We believe that Google Earth® can provide an excellent 
interface for those who wish to use the OSMC to monitor polar observations.  

 In August 2009 OSMC version 3.2 was officially announced and made available from 
NDBC in an operational capacity.  It contains the following new features that PMEL 
developed or contributed to: 

o Enhanced “drill down” abilities for individual platforms to include data listings, 
profile plots and track line and trajectory visualizations, as illustrated in Figure 2. 

o Added ability for user to download the data viewed on maps in NetCDF format.  
(Currently available only in the “executive” OSMC interface.  Public availability 
to follow after testing.)  

o Expanded ability to view “tails” for all platforms.  This is a useful way to track 
moored buoys that have broken free, as shown in figure 10. 
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Figure 10.  Trackline of Ocean Station Papa after it broke free in Winter, 2008 

o Expanded the menu of predefined OSMC regions to include IOOS-relevant US 
coastal regions. 

o Added ability to terminate requests before completion. 
 Much of the technical development in 2009 has focused on shifting to a more powerful 

database schema – V4, operating in BETA mode since summer, 2009.  PMEL has had the 
role of testing and developing queries on that database schema.  

 The OSMC V4 LAS viewer has been built for the V4 database, including the follow 
enhancements: 

o Google Maps viewer (see IOOS bullet below) 
o Expanded metadata outputs available from Google Earth and Google Map 

balloons as shown in Figure 11 
o Access to OSMC visualizations (profiles, track lines, etc.) from Google Earth 

 

  Figure 11.  Metadata “drill-down” through Google Earth with links to OSMC products. 

o Ability to track XBT drops, including implementing special queries to visualize 
XBTs as shown in figure 12. 

o Add real time GTS Tide Gauges reports. 
o Added animations displayed on Google Earth.  (Note: The creation of Google 

Earth animations is sufficiently resource intensive that the OSMC group is 
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Figure 12.  North Pacfic XBT’s for 2009 

 PMEL added the Equivalent Buoy Density (EBD) product to the OSMC Climate Services 
offerings.  The EBD product is designed to show where additional drifting buoys should 
be added in order to improve satellite bias corrections for SST.  See Figure 6 (right). 

 Completed enhancements to the OSMC as required for initial IOOS purposes.  Figure 8 
(right) shows the OSMC “Coastal Viewer” -- a Google Maps-based interface to interact 
with platforms belonging to the IOOS group. 

 PMEL has revised and simplified the OSMC home page, hosted at the Climate Program 
Office.  This is a continuing task.  Current plans include using the Google Web Toolkit to 
integrate all aspects of OSMC interaction into one page, including monitoring, evaluation 
and data access services.  See Figure 13 for a current snapshot of the OSMC prototype 
home page and more detail in the FY10 work plan. 

 

Figure 13.  Prototype of new OSMC home page being designed at PMEL. 
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 Several platform types and parameters were made selectable in the LAS viewer:  IOOS 
program; CORIOLIS program; Fugacity of Carbon in Sea Water; Tidal Elevation with 
respect to Local Chart Datum; and Meteorological Residual Tidal Elevation 

 PMEL worked with Dr. Andy Chiodi to integrate the Ocean Observations Panel for 
Climate’s (OOPC) State of the Ocean website into the OSMC.  The state of the ocean site 
calculates and displays the status of various ocean indices, such as Nino3.4, the Tropical 
Northern Atlantic Index (TNA), etc.  See Figures 7 and 14. 

 

Figure 14.  State of the Oceans overview, summarizing ocean-climate indices. 

 
 NDBC Accomplishments 

 Continued to update the OSMC Oracle database and NetCDF files with data from the 
following sources: 

o GODAE data files (Met and Profiles) 
o GTS feed from NWSTG  
o WMO Allocation table (Country info) 
o WMO Pub 47 data (meta-data) 
o JCOMOPS WMO Platform Cross-Reference (meta-data) 
o NDBC Platform Data 
o NDBC IOOS Platforms 
o VOS Clim Ships 

We are currently managing the data update for 3 separate schemas: 
o Version 1 – Supports gridded summary generation 
o Version 3 – current production database 
o Version 4 – target production database 

 During fiscal year 2009 NDBC processed and ingested approximately 198 million 
observation records into the OSMC database. 

 During fiscal year 2009 added 2,698 new platforms to the OSMC database. 
 Acquired and installed new database server hardware (Dell PowerEdge 2950 server and 

PowerVault MD300 disk array) to improve database performance. 
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 Migrated data from June 2004 through 2009 for both GTS and GODAE from version 3 
schema to version 4 schema. 

 Migrated data feeds, and meta-data feeds to the Version 4 database schema. 
 Implemented NGDC scripts that build the daily summary tables in the V4 schema 
 Data Enhancements: 

o Developed routine to ingest DART data from the NDBC web site 
 Ingested data from 13 Sept 2009 - present 

o Identified Ice Tethered profilers within the OSMC database 
o Use of JCOMMOPS to update program-platform relations table 
o Implemented VOS masking of ships  
o Properly identified XBTs in historical data   

 Developed and implemented: 
o CREX decoder – Australian Tide Gauge data 
o FM62/TRACKOB Decoder 
o CSML Decoder – SOCAT carbon data 

 OSMC operational environment: 
o Performed OSMC server upgrades and security patches as required 
o Provided network/administration support as required in support of OSMC 

 Research Items: 
o Provided initial draft of GTS message flowchart 
o Provided initial draft of meta-data flowchart 
o Produced reports showing the mean, median, minimum, maximum, standard 

deviation of the report interval for each platform for drifting buoys, moored buoys 
and ARGO floats. 

o Continued investigations of differences between GODAE Server and NOAAport 
real-time feeds 

o Australian Tide Gauge station issues 
o Reused WMO ids (algorithms to disambiguate platforms) 

 
NGDC Accomplishments 
 Database Design and Implementation Services 

o Led the OSMC V4 redesign and migration to Version 4 of the OSMC database.  
Daily_Summary and Daily_Unique_Observations reporting table load process developed 
and delivered to NDBC for local operational implementation.  (Reporting tables facilitate 
simpler queries and improve query performance for OSMC client applications as they 
eliminate duplicate records, and provide summary counts for XBT drops and observation 
counts.) 

o Developed Java tool to facilitate daily loads that also incorporates delayed mode data 
ingest into summary tables. 

o Performed validation of XBT identification and drop counts via the reporting tables and 
cross-walked results with information available from JCOMMOPS. 

 Java Climate Science Modeling Language (CSML) libraries 
o Worked with partners from UK NERC and the Reading e-Science Centre (J. Blower, A. 

Woolf, D. Lowe) to test and improve Java CSML libraries. Incorporated libraries into 
products that use CSML in OSMC. 

 Data Ingest into the OSMC database 
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o Provided Java class library and templates to PMEL that provided conversion of 
OceanSITES and SAMOS datasets (in NetCDF) into CSML.  The CMSL format allows 
the design of a single decoder for loading into OSMC for a wide variety of non-GTS 
based data formats. 

 Access to OSMC database contents via Web Services  
o Provided a web service that allows OSMC clients to access different OSMC platform 

types as logical CSML feature types with embedded data.  CSML provides standards 
based way for accessing and downloading OSMC data. 

o Provided access to OSMC contents via the OGC’s Sensor Observation Service (SOS) 
with output in a variety of formats including CSML, IOOS DIF, and KML. 

o Provided recommendations on how to handle ambiguous platform identifiers from WMO 
(explored the use of URIs). 

o For IOOS collaborations provided service access using the IOOS ‘DIF’ format via the 
Sensor Observations Services. 

 
4. Education and Outreach 
 
The OSMC is an education and outreach resource that is available to support NOAA managers, 
NOAA and non-NOAA scientists and the general public including classroom education.  Output 
graphics from the OSMC are increasingly seen in science presentations from a variety of quarters 
and are used regularly in planning documents that refer to both NOAA and non-NOAA 
components of the ocean-climate observing system – in particular NOAA PPBES documents.  
Although the OSMC project has not to date been directly involved in the development of 
classroom curricula it is a resource that has great potential to support interactive classroom 
education and to increase public awareness about the scope of activities and the importance of 
our global in situ ocean observing system. 
 
5. Publications and Reports 
 

 
 

5.1. Presentations by Principal Investigators and project members

O’Brien,K.M., Hankin,S.C., Haberman,T., Kern,K.,  Schweitzer,R., Little, M. Snowden, D., 
Catrwright, J. Laroque, J., Li, J., Malczyk, J., and Manke, A., 2008:  Moving Toward 
Climate Data Integration: The Observing System Monitoring Center, AGU Fall Meeting, 15-
19 December, 2008, San Francisco, CA 

 
Snowden, D., Habermann, T., Cartwright, J.C., Larocque, J., Kern, K., Little M. and O'Brien, 

K.M., S. HankinHabermann, T., and O'Brien, K.M., 2008: Extensible Database Designs for 
Marine Observations, AGU Fall Meeting, 15-19 December, 2008, San Francisco, CA 

 
O'Brien, K.M., Hankin, S.C., Schweitzer, R., Habermann, T., Cartwright, J.,  Larocque, J., Kern, 

K., and Little, M., 2009: Using THREDDS to “sew” observational data into the Observing 
System Monitoring Center, 89th AMS Annual Meeting, 11-15 January 2009, Phoenix, AZ 

 
Hankin, S.C., 2009: Ocean Data Management: The Way Forward, OceanObs’09 Conference, 
21-25 Sept. 2009, Venice, Italy 
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1. Abstract 
 
The international community sponsors a coordination project called OceanSITES, a global 
network of ocean timeseries (or reference) sites located around the world’s oceans.  The 
NOAA/National Data Buoy Center (NDBC) Data Assembly Center and OceanSITES have 
agreed to make the NDBC a Global DAC (GDAC), providing a shared and more secure 
capability together with the Ifremer/Coriolis GDAC in France.  These GDACs will provide 
quality assurance/quality control, provide virtual access to the data, maintain a global timeseries 
dataset and synchronize catalogues on a periodic basis.  
 
2. Project Summary 
 
OceanSITES is the international project working towards the coordination and implementation 
of a global system of sustained multi-disciplinary timeseries observatories. Timeseries fill a 
unique gap in the sampling provided by other elements of the global ocean observing system, 
enabling co-located observations of many variables and processes in strategic or representative 
locations over long periods of time, with high temporal resolution, from (and including) the 
ocean surface to the seafloor.  More information can be found at www.oceansites.org. 
 
The scientific applications of such data are to monitor, detect, understand, and predict changes 
and related processes in the physical climate state of the ocean, the carbon cycle, and the 
ecosystem. Operational applications include detection of events, initialization and validation of 
assimilation products, delivery of constraints or reference data for forecasts (especially 
biogeochemical and ecosystem relevant ones). In addition there are a variety of technical 
applications, such as calibration and validation of data and products from other observing system 
elements. 
 
OceanSITES, through its international steering team, has developed a rationale for timeseries 
observations and for needing a coordinated global network, and has defined a pilot project 
consistent with the needs and expectations of the sponsoring bodies GOOS, CLIVAR, and 
POGO. A major requirement for sites in the project is an open data policy. A global timeseries 
data management system is under construction via a subgroup of the OceanSITES steering team, 
including a data format coherent with other past and present efforts. 

http://www.oceansites.org/


 
The in situ, time series-based OceanSITES program represents the logical next step in 
completing the Global Ocean Observing System. As such, the program now is an official 
component of the global system organized under JCOMM, and is also one of its action groups 
under DBCP. Much of the technology is available and many elements are in place already. The 
main challenge is coordination and assuring sustainability of the system, via common advocacy, 
recruiting a user base, and sharing the operation among communities and countries. 
 
Starting in 2000, NDBC began obtaining and distributing observations from “partners.”  These 
partners are designated as U.S. Integrated Ocean Observing System (IOOS) data providers.  
NDBC receives these marine meteorological, oceanographic (physical) and water quality 
observations in real-time, quality controls the observations and distributes the data via the Global 
Telecommunications System (GTS)/web services.  NDBC also serves as the Data Assembly 
Center (DAC) for the Tropical Atmosphere Ocean (TAO) Pacific array and the tsunameter array 
which covers the Pacific, Atlantic and Gulf of Mexico.  NDBC also quality controls and 
maintains data from 60 oil and gas platforms located in the Gulf of Mexico.  Thus, NDBC is well 
suited to serve as a Global Data Assembly Center (GDAC) for OceanSITES, as well as an 
OceanSITES DAC. 
 
NDBC supports these ~700 platforms by collecting, quality controlling and disseminating the 
observations in real-time to the Global Telecommunications System (GTS) and in delayed mode.  
Using the NDBC Observing System Monitoring Center (OSMC), OPeNDAP servers and ftp site 
– NDBC will act as a DAC for physical observations (marine weather and oceanographic – and 
possibly for biogeochemical variables) for a number of PIs in the United States.  NDBC will also 
serve as the second OceanSITES GDAC and synchronize their OceanSITES files with Coriolis.  
NDBC proposed a form, similar to the form used to maintain the metadata from the 60 oil and 
gas platforms, to help maintain all the OceanSITES platforms.    
 
3. Scientific Accomplishments 
 
NDBC’s Data Assembly Center (DAC) serves as an OceanSITES DAC, handling observations 
from “provider” platforms such as India, Woods Hole, Scripps, MBARI, TAO and tsunameters.   
 
The DAC responsibilities include: 
 

 Sets up the OceanSITES “local” server according to the specifications approved by 
OceanSITES data management group, ftp://data.ndbc.noaa.gov/data/oceansites/ 

 Guarantees data availability from the provider platforms, 
 Complies with the agreed upon OceanSITES format, 
 Quality Controls real-time data according to OceanSITES agreed procedures, 
 Provides the observations via the Global Telecommunications System (if requested 

by the provider), 
 Provides the data on a FTP server for access by the GDACs, and  
 Organizes the data processing, formatting, data transfer and update with the partner. 
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NDBC also serves as a Global Data Assembly Center (GDAC) with France’s Ifremer /Coriolis 
(who is also a GDAC for the Argo floats).  The GDAC responsibilities include: 
 

 Provides a virtual or centralized access to the data that are served by the DACs, 
 Checks all files daily using the “File Checker” software,  
 Maintains the OceanSITES catalogue, and  
 Synchronizes the catalogues with the second GDAC daily.  

 
NDBC and NOAA both benefit from NDBC becoming an OceanSITES GDAC and DAC:   
 

 It solidifies NDBC’s role as an international data assembly center by serving the 
needs of the Global Ocean Observing System (GOOS) community by supplying 
meteorological, physical, and biogeochemical in real-time and delayed-mode. 

 It allows NDBC to strengthen the Climate Program Office’s Observing System 
Monitoring Center (OSMC) by ingesting and displaying all observations of interest 
from OceanSITES platforms. 

 Finally, it allows NDBC to highlight their strong data management capabilities to a 
large international audience.   

 
Attended OceanSITES 2009 Meeting in Venice, Italy in 17 – 20 September 2009. 
 

 Served as the Co-Chair of the OceanSITES Data Management Committee and as a 
member of the Executive Committee. 

 Implemented a FTP OceanSITES server to host partner observations (DAC), 
 Obtained observations from India, MBARI, Woods Hole and Scripps and converting 

the observations into OceanSITES format (DAC), 
 Set up the first OceanSITES OPeNDAP/Thredds server and providing OceanSITES 

observations through the server (GDAC), 
o http://dods.ndbc.noaa.gov/thredds/catalog/data/oceansites/catalog.html 

 Drafted the first OceanSITES Data Management Plan and Data Quality Control Plan 
(GDAC), 

 Developed a daily data synchronization software package with Ifremer/CORIOLIS 
(GDAC), 

 Developed the first SensorML document based on the NOAA IOOS Data Integrated 
Framework (DIF) project (GDAC). 

 Developed and implemented the first OceanSITES Word metadata Sheets based on 
NDBC’s Oil and Gas metadata sheets (GDAC). 

 

 FY2009 Annual Report: NDBC OceanSITES Global Data Assembly Center  Page 3 of 4 

http://dods.ndbc.noaa.gov/thredds/catalog/data/oceansites/catalog.html


 
 

 FY2009 Annual Report: NDBC OceanSITES Global Data Assembly Center  Page 4 of 4 



NDBC Metadata Services for the Climate Data Assembly Center 
William Burnett 

NOAA National Data Buoy Center, Stennis Space Center, MS 
 
 
Table of Contents 
 

1. Introduction.............................................................................................................................. 1 

2. Tasks Completed...................................................................................................................... 3 

3. 2009 Accomplishments:........................................................................................................... 3 
 
 
1. Introduction 
 
The National Data Buoy Center’s (NDBC) weather/ocean network consists of 115 moored 
platforms located in the Atlantic, North Pacific, Gulf of Mexico, Great Lakes and Caribbean / 
Bering Seas – and collect timely weather and oceanographic information in real-time.  They also 
operate 50 coastal marine stations located around the coastal United States, Caribbean and the 
Atlantic. 
 
Figure 1 shows a global map with the location of NDBC’s weather/ocean platforms.  The 
thirteen (13) stations highlighted with a red circle denote stations that NDBC has operated for 
over thirty (30) years – providing a rich and varied climate record for those stations. 
 
NDBC assumed responsibility for the crown jewel of the global climate observing system, the 
equatorial Pacific Tropical Atmosphere Ocean (TAO) array of 55 moorings in 2005 and is 
partnering with NOAA/Pacific Marine Environmental Laboratory (PMEL) on the Pilot Research 
Moored Array in the Atlantic (PIRATA).  In February 2008, NDBC also completed the 39-buoy 
tsunameter array which provides water-level data form the world’s ocean basins to support 
tsunami warnings. 
 
The NOAA TAO array provides real-time and delayed-mode data from moored ocean buoys to 
improve detection, understanding and prediction of El Nino and La Nina events.  TAO’s real-
time processing subsystem starts with the processing of automated distribution service messages 
from Service Argos, a global data telemetry service.  An automated real-time quality control is 
performed for gross error checking, and then the TAO database is updated with corrected data.  
The TAO real-time data monitoring subsystem supports daily, weekly and monthly quality 
assurance/quality activities by providing on-demand data checking functionality to the DAC.  In 
addition to the automated gross error checking, the real-time data monitoring subsystem provides 
on-demand reports for once-daily, thorough examinations of all current buoy data and detailed 
reviews of the real-time data.  The reports cover daily quality control, platform transmissions, 
deployment, present positions, Argos positions, latitude/longitude time series and data plots. 
 
 

 



 
 
Figure 1.  The National Data Buoy Center’s Ocean Observing System of Systems (NOOSS) network.  Stations with 
red circles show that the station has been collecting data at that location for over 30 years. 
 
 
The DAC monitors the various real-time transmissions of tsunameter messages depending on the 
operating mode of the bottom-pressure recorder.  Transmission of real-time water level heights 
occurs when the tsunami detection algorithm is triggered by a seismic event or when interrogated 
by the NOAA Tsunami Warning Centers.  The bottom unit transmits the messages to a surface 
buoy via underwater acoustic systems.  The surface buoy is equipped with duplicate and 
independent communication systems to transmit data to the Iridium satellite constellation and 
then to the Iridium Gateweay in Arizona.  NDBC’s real-time processing systems attach NOAA 
header information and message identifies and sends the data to the NWS Telecommunications 
Gateway in Silver Spring for distribution to the warning centers. 
 
The NDBC Climate Data Assembly Center is being established to provide an international 
standardization framework for collecting the enormous amount of weather, ocean, geophysical 
and biogeochemical observations – and the associated metadata – to meet NOAA’s climate 
objectives.  High-quality, long-term observations of the global environment are essential for 
understanding the Earth’s environment and its variability.  The United States contributes to the 
development and operation of many ocean observation systems – some of which have been in 
operation for many years.  To ensure high quality of the large amount of ocean observations that 
will be available in the near future, systems must require more robust quality control and quality 
assurance procedures. 
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The U.S. data management community developed seven monumental standards for an ocean 
community struggling to understand the challenges related to the distribution and description of 
data from the Integrated Ocean Observing System (IOOS).  First, every real-time observation 
distributed to the ocean community must be accompanied by a quality descriptor (Was the data 
quality controlled? Was the data quality questionable?).  Second, all observations should be 
subject to some level of automated real-time quality testing.  Third, quality flags and quality test 
descriptions must be sufficiently described in the accompanying metadata.  Fourth, observers 
should independently verify or calibrate a sensor before deployment.  Fifth, observers should 
describe their method of verification/calibration in the real-time metadata.  Sixth, observers 
should quantify the level of calibration accuracy and the associated expected error bounds.  
Finally, manual checks on the automated procedures, the real-time data collected, and the status 
of the observing system must be provided by the observer on a time-scale appropriate to ensure 
the integrity of the observing system.  Though the primary focus of these principles is on real-
time QA/QC, it was understood that some methods and requirements for the real-time data are 
easily extendable to “delayed mode” QA/QC and that the real-time and retrospective processing 
are both linked and ultimately required.   
 
 
2. Tasks Completed 
 
The metadata services being developed at NDBC originally began under the JCOMM/META-T 
Pilot Project – initiated in 2006.  The intent of the project was to develop a standardized process 
for collecting and distributing enhanced sensor metadata for NDBC’s observing platforms to 
sustain an ocean observing system for climate.  In FY2009, NDBC focused on developing some 
parts of the infrastructure outlined in the JCOMM META-T work plan.  Once the pilot project is 
over, the metadata services will remain as a core contribution to the management of metadata 
necessary for complete and thorough documentation of the data collected by the observing 
system to ensure it’s climate applicability in the future. 
 
 
3. 2009 Accomplishments: 
 

 NDBC evaluated the potential to expand the META-T server capabilities to include 
ocean variables besides ocean temperature. 
 

 Coordinated software development efforts with IOOS Data Integrated Framework and 
Observing System Monitoring Center (OSMC) efforts to decode BUFR reports and 
extract metadata from the reports. 

 
 Began to populate a metadata server with metadata from real-time data flow and from 

platform operators (e.g. SEAS), JCOMMOPS (buoys, XBTs), OceanSITES, Argo 
GDACs, GLOSS and SOOPPIP. 
 

 Began transforming Pub47 xml to SensorML XSLT. 
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1. Abstract 
 
This project supports the continued development and expansion of the global, scientifically 
quality-controlled ocean profile data known as the World Ocean Database (WOD). In particular, 
efforts will focus on improving the quality of the data in WOD as well as adding historical and 
modern additional data. WOD and products based in it are among the most frequently cited 
works in the geosciences. Citations of WOD and products based on the data in WOD have 
occurred at the rate of approximately 400 times per year for the last ten years. This is 
incontrovertible evidence of the importance of the WOD to the international scientific 
community. With prior support from the NOAA Global Change (C2D2) and ESDIM programs 
the Ocean Climate Laboratory of NODC has been producing and publishing ocean profile 
databases since 1994. As demonstrated by the more than 3,300 scientific citations of our data 
base and atlas publications, our work has had an exceptionally large influence on ocean and 
climate scientific research. In addition our work has been used in the IPCC 2007 Assessment. 
The WOD has been used to document the warming of the world ocean during the past 50 years 
and basin-scale changes in salinity. 
 
 
2. Project Summary 
 
The World Ocean Database (WOD) is the largest collection of ocean profile and plankton data 
available internationally without restriction. Profiles of temperature, salinity, oxygen, nutrients, 
chlorophyll, and other variables are included in the WOD. The WOD project seeks to improve 
the quality of the data in WOD and expand the amount of historical and modern oceanographic 
data available to the scientific community for climate research and other research and forecasting 
activities. The WOD is updated online every three months. The entire database is available 
online at www.nodc.noaa.gov.  
 
WOD data have proven to be of great use to the scientific community for studies of interannual-
to-decadal climate variability. Our database publications and atlases based on those databases 

http://www.nodc.noaa.gov/


have been cited approximately 400 times per year for the last ten years and a total of nearly 
6,000 times since 1982 (Figure 1). Our three pioneering papers on ocean heat content (OHC) 
have been cited nearly 900 times since the year 2000 (Table 1).  
 
 
Figure 1.  Citations statistics as determined by a search of the International Scientific Index. 
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Table 1.  Citation counts of papers relevant to this proposal 

 Paper # of Citations as 
of 01/21/10 

1 Levitus, S., J. I. Antonov, T. P. Boyer, C. Stephens, 2000: Warming of the 
World Ocean. Science, 287, 2225-2229. 

436 

2 Levitus, S., J. Antonov, J. Wang, T. L. Delworth, K. W. Dixon, A. J. 
Broccoli, 2001: Anthropogenic warming of Earth's climate system. 
Science, 292, 267-270. 

207 

3 Levitus, S., J. I. Antonov, T. P. Boyer, 2005: Warming of the World 
Ocean, 1955-2003. Geophys. Res. Lett., L02604, 
doi:10.1029/2004GL021592. 

253 
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Numerous other groups are now studying this quantity which is a key indicator of global 
warming since approximately 80% of the warming of earth’s climate system that has occurred in 
the past 50 years has occurred in the world ocean (Levitus et al., 2001). The Fourth IPCC 
Assessment has also used our work on ocean heat content and salinity variability. Thermal 
expansion (contraction) due to ocean warming (cooling) is an important term in the sea level 
budget of the world ocean and our papers on this subject have also stimulated a great deal of 
interest.  
 
In addition to diagnostic studies describing the role of the ocean as part of earth’s climate system 
scientists are using the data in WOD and products based on WOD such as the World Ocean 
Atlas as boundary conditions in numerical models of the ocean and for hindcasting and 
forecasting studies of the ocean and coupled ocean-atmosphere system. The WOD data are also 
used in ocean data assimilation studies which represent another method for producing diagnostic 
fields for the study of the ocean 
 
The societal impact of our work is substantial. We have shown that it is the world ocean that 
dominates earth’s heat budget. It is the amount of heat stored in the world ocean that will 
determine the response of earths’ global average surface temperature to increasing carbon 
dioxide in earth’s atmosphere. 
 
Our proposal is directed at the detection and correction of instrument-induced errors and/or the 
analysis of existing data to understand how ocean climate variables may be changing over time. 
We have pioneered the quality control of global ocean profile databases. For example we 
published two NOAA technical reports (Boyer and Levitus, 1994; Conkright et al., 1994)) which 
have been emulated by other groups. We have recently published (Levitus et al., 2009) work on 
the time-varying systematic errors in the fall-rate of XBT instruments. 
 
There is simply no question that our enhanced data bases can be expected to continue to be used 
for studies of the variability of ocean heat content, and the thermosteric and halosteric 
components of sea level change. We will also focus on increasing chemical data such as nutrients 
and iron (a limiting micronutrient) which are required for studies of ocean biogeochemical cycles 
which play a large role in earth’s carbon balance. Biological data such as chlorophyll, primary 
productivity, and plankton for studies of ecosystem response to climate change will also be 
acquired. Biogeochemical models of the world ocean require data for these key variables and the 
modeling community has already begun using our data bases for such studies. Carbon 
sequestration studies may also rely on the data in WOD. 
 
We continue to locate historical ocean profile data (data archaeology and rescue) and we 
continue to expand exchange of modern data with foreign countries. The variables we will focus 
on are temperature, salinity, nutrients, chlorophyll, primary productivity, and plankton which 
have all been identified in “The Second Report on the Adequacy of the Global Observing 
Systems for Climate Support of the UNFCCC” as being important ocean variables to support 
climate system research. We will also include oxygen data and iron data (iron is an important 
micro-nutrient). Quality control and detection and correction of systematic errors such as the 
XBT drop-rate error and problems with Argo floats are part of our work. 
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3. Scientific Accomplishments 
 
During FY09 we completed and distributed online “World Database 2009” which includes 1.1 
million temperature profiles and 0.9 million salinity profiles not available in its predecessor 
WOD05 as well as additional profiles for other variables: 
 
T. P. Boyer, J. I. Antonov, O. K. Baranova, H. E. Garcia, D. R. Johnson, R. A. Locarnini, A. V. 
Mishonov, D. Seidov, I. V. Smolyar, M. M. Zweng, 2009: World Ocean Database 2009, Chapter 
1: Introduction, NOAA Atlas NESDIS 66, Ed. S. Levitus, U.S. Gov. Printing Office, Wash., 
D.C., 216 pp., DVD. 
 
We now update the WOD every 3 months with newly acquired data and corrections to existing 
data. 
 
We published (online) updated estimates of ocean heat content through 2009. As a result of our 
work it is well-recognized that the world ocean plays a dominant role in earth’s heat balance. 
The storage of heat in the ocean will be one of the main factors determining the response of 
earth’s surface temperature (climate sensitivity). After a period of very a strong warming during 
1993-2003 the ocean heat content in the 0-700 m layer has remained approximately constant. We 
will be updating our estimates through deeper depths to see if sub-700 m depths exhibit changing 
ocean heat content. 
 
A lack of funding prevents from acquiring even more additional historical and modern ocean 
profile and plankton data. We are aware of more data than we have time to process. 
 
 
4. Education and Outreach 
 
The P.I. and his colleagues are very active internationally in outreach efforts to acquire the 
oceanographic data needed by the ocean and climate research communities to study the role of 
the ocean as part of earth’s climate system. In particular the P.I. is leader of the “Global 
Oceanographic Data Archaeology and Rescue” and “World Ocean Database” projects for the 
Intergovernmental Oceanographic Commission. 
 
The Ocean Climate Laboratory (OCL) responds to questions and c requests for information from 
the U.S. and international user community. OCL has hosted several undergraduate students as 
summer interns from the NOAA Educational Partnership Program (EPP) and Ernest F. Hollings 
(Hollings) scholarship program. These students typically get hands on experience using the 
NODC World Ocean Database and Atlas projects to examine various aspects of the earth’s 
climate system. OCL is expecting a new summer intern student in summer 2010 as part of the 
Hollings program.  OCL also hosts temporary visits by US and international scientists to work 
with NODC staff on various aspects of database development. In addition, OCL initiated and 
hosts the “OneNOAA Science Discussion Seminar Series”. The OneNOAA Science Seminar 
Series is a joint effort by several seminar partners to pool seminars of common interest to help 
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share science and management information and to promote constructive dialogue between 
scientists, educators, and resource managers.   
 
 
5. Publications and Reports 
 

5.1. Publications by Principal Investigators 
Boyer, T. P. and S. Levitus, 1994: Quality control of oxygen, temperature and salinity data. 

NOAA Technical Report No. 81, National Oceanographic Data Center, Wash., D.C., 65 
pp. 

 
Conkright, M. E., T. P. Boyer, and S. Levitus 1994: Quality control and processing of historical 

oceanographic nutrient data. NOAA Technical Report NESDIS 79, National 
Oceanographic Data Center, Wash., D.C., 75 pp. 

 
T. P., J. I. Antonov, O. K. Baranova, H. E. Garcia, D. R. Johnson, R. A. Locarnini, A. V. 

Mishonov, D. Seidov, I. V. Smolyar, M. M. Zweng, 2009: World Ocean Database 2009, 
Chapter 1: Introduction, NOAA Atlas NESDIS 66, Ed. S. Levitus, U.S. Gov. Printing 
Office, Wash., D.C. , 216 pp., DVD. 

 
Levitus, S., Antonov, J. Wang, T. L. Delworth, K. W. Dixon, and A. J. Broccoli, 2001: 

Anthropogenic warming of earth's climate system. Science, 292, 267-270. 
 
Levitus, S. et al (2009), Global ocean heat content 1955-2008 in light of recently revealed 

instrumentation problems. Geophys. Res. Lett. 36, L07608,  DOI: 
10.1029/2008GL037155. 

 
Levitus, S., G. Matishov, D. Seidov, I. Smolyar, 2009: Barents Sea Multidecadal Variability, 

Geophys. Res. Lett., 36, L19604, doi:10.1029/2009GL039847. 
 
Matishov, G. G., D. G. Matishov, S. V. Berdnikov, V. V. Sorokina, S. Levitus, and I. V. 

Smolyar, 2008: Secular Climate Fluctuations in the Sea of Azov Region (Based on 
Thermohaline Data over 120 Years). Doklady Earth Sciences, 422, 1101-1104. 

 

5.2. Other Relevant Publications 

Peterson, T. C et al., 2009: State of the Climate in 2008. Bull. Amer. Meteorol. Society, 90, S13. 
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1. Abstract 
 
The U.S. Research Vessel Surface Meteorology Data Assembly Center at the Florida State 
University retrieves, quality evaluates, distributes, and ensures permanent archival of underway 
meteorological and oceanographic data from select research vessels. The central activity is the 
development and implementation of the Shipboard Automated Meteorological and 
Oceanographic System (SAMOS) initiative (http://samos.coaps.fsu.edu/). To date, 21 U. S. 
operated research vessels and 1 Australian research vessel are routinely contributing 1-minute 
averaged meteorology and surface oceanographic data to the data center. The data handled by the 
data center address programmatic deliverables related to sea surface temperature, surface 
currents (via the wind), and air sea exchanges of heat, momentum, and fresh water. Users include 
satellite algorithms developers, operational meteorologists, atmospheric and oceanic modelers, 
and researchers studying air-sea exchange and conducting process studies. In addition, data 
center personnel are active contributors to the international marine climate and marine technical 
communities. 
 
 
 

http://samos.coaps.fsu.edu/


2. Project Summary 
 
The central activity of the U.S. Research Vessel Surface Meteorology Data Assembly Center 
(DAC) is the development and implementation of the Shipboard Automated Meteorological and 
Oceanographic System (SAMOS) initiative (http://samos.coaps.fsu.edu/). The SAMOS initiative 
focuses on improving the quality of and access to surface marine meteorological and 
oceanographic data collected in-situ by automated instrumentation on research vessels and ships 
of opportunity. The DAC activities focus primarily on NOAA Strategic Plan Goals 2 and 3 by 
providing high quality weather and near surface ocean data for use in validating complementary 
satellite observations, global analyses of the ocean-atmosphere exchange of heat, moisture, and 
momentum, and computer model-derived analyses of climate, weather, and ocean parameters. 
The data distributed by the DAC address the Office of Climate Observation program deliverables 
related to sea surface temperature, surface currents (via the wind), and air sea exchanges of heat, 
momentum, and fresh water.  
 
Research vessels are mobile observing platforms that are an essential component of the global 
ocean observing system. They are equipped with computerized data systems that continuously 
record navigation (ship position, course, speed, and heading), meteorological (winds, air 
temperature, pressure, moisture, rainfall, and radiation), and near ocean surface (sea temperature 
and salinity) parameters while a vessel is underway. Research vessels travel to remote and hard 
to observe ocean locations that are far from normal shipping lanes sampled by merchant vessels. 
The mobility of research vessels provide essential observations between the fixed locations of 
surface moorings, and in turn allow side-by-side comparison to mooring data when moorings are 
deployed or serviced. 
 
The rationale for DAC activities includes comprehending the physical and thermodynamic 
processes that govern the interaction between the ocean and atmosphere. This interaction is key 
to our understanding of how marine weather systems evolve, how these systems impact the 
ocean, and how the oceans impact the weather. On longer time scales, understanding the 
interaction between the ocean and atmosphere is necessary to assess our changing global climate 
system. The role of the DAC is providing the high quality marine meteorological and surface 
ocean measurements to the research and operational community so that they can address these 
ocean-atmospheric interactions.  
 
Our user community includes scientists developing algorithms to retrieve marine observations 
from space, those working to constrain the range of air-sea exchanges in extreme environments 
(e.g., the Southern Ocean), and operational meteorologists verifying marine forecasts. For many 
applications, our users require observations in the extremes of the marine environment (e.g., very 
high or low winds) and need frequent sampling in space and/or time to identify local marine 
features (e.g., weather and ocean fronts). The research vessels providing observations to the 
DAC meet these needs and the DAC quality evaluation ensures the users receive fully 
documented observations to complete their analyses.  
 
The DAC was established at the Florida State University to implement a ship-to-shore-to-user 
data pathway for research vessel meteorological and near-surface ocean data. Through the 
SAMOS initiative, participating vessels send daily emails containing one-minute interval data to 
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the DAC. Broadband satellite communication facilitates this transfer as near as possible to 0000 
UTC daily. A preliminary version of the data is made available via web services within five 
minutes of receipt. The preliminary data undergo common formatting, metadata enhancement, 
and automated quality control (QC). Visual inspection and further scientific QC result in 
intermediate and research-quality products that are nominally distributed with a 10-day delay 
from the original data collection date. All data and metadata (e.g., instrument height, type, units) 
are version controlled and tracked using structured query language (SQL) databases. All data are 
distributed free of charge and proprietary holds via 
http://www.coaps.fsu.edu/RVSMDC/html/data.shtml and long-term archiving occurs at the U.S. 
National Oceanographic Data Center (NODC). 
 
3. Scientific Accomplishments 

 
Over the past year, our efforts have concentrated on additional vessel recruitment, the full 
implementation of the data quality evaluation (from collection to archival), and enhancing the 
data quality control system. We also expended a large effort on international collaboration, 
including extensive contributions to the OceanObs’09 conference (Fairall et al. 2010, Gille et al. 
2010, Gulev et al. 2010, Hood et al. 2010, Rieneiker et al. 2010, Roemmich et al. 2010, Smith et 
al. 2010a, Smith et al. 2010b, Worley et al. 2010). In collaboration with partners at NOAA’s 
Office of Marine and Aviation Operations (OMAO), Raytheon Polar Services (RPS), the United 
States Coast Guard (USCG), the Woods Hole Oceanographic Institution, and the Australian 
Bureau of Meteorology (our first international participant), the number of vessels participating in 
SAMOS has increased from 17 to 22. Data from all vessels are routinely pushed through our 
automated (preliminary) data quality evaluation (DQE). Starting in January 2009, we have been 
able to conduct routine visual (research) QC on most vessels. Due to flat funding and increasing 
demand, we no longer actively recruit new vessels; however, the success of SAMOS has resulted 
in vessels contacting the DAC with interest in participating. These vessels are not turned away, 
but we must limit the quality evaluation to the automated processes only (visual analyst time is 
limited). 
 
Deliverables for FY 2009 included: 

1. Recruit additional research vessels to the SAMOS initiative  
2. Continue routine quality evaluation of meteorological data for 17 SAMOS vessels 

currently contributing to the DAC 
3. Improve and enhance metadata collection from participating research vessels 
4. Implement new data quality evaluation techniques to reduce analyst workload. 
5. Continue liaison activities with U.S. and international government agencies, archives, 

climate programs, and throughout the marine community 
 Subtask 1: Establish data exchange with GOSUD 
 Subtask 2: Produce subset of SAMOS observations for ICOADS 

6. Respond to actions and recommendations of the 2nd Joint GOSUD/SAMOS workshop 
 Subtask 1: Develop data and quality reporting mechanisms for vessel operators 
 Subtask 2: Develop educational and training materials 

7. Expand user options on the SAMOS web site to ease user access to observations and 
metadata 
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 Subtask 1: Implement Google Earth maps displaying physical variables along 
track lines 

8. Create and distribute turbulent air-sea fluxes for vessels contributing to SAMOS 
 Subtask1: Compare SAMOS fluxes with available NWP products 

 
 

 
Recruitment of additional vessels to participate in the SAMOS Initiative continued in FY 2009, 
with five new vessels recruited (Table 1). These vessels now routinely contribute SAMOS 
observations when they are at sea. Collaboration with NOAA OMAO resulted in three new 
recruitments and the Polar Sea is a new addition from the U. S. Coast Guard. In FY2009, we 
began receiving SAMOS data from the Southern Surveyor operated as part of the Integrated 
Marine Observing System (IMOS) by the Australian Bureau of Meteorology (ABoM). The 
Southern Surveyor is our first international vessel and we are pleased to have a strong working 
agreement with Eric Schulz at ABoM. These data included historical SAMOS reports from 
FY2008, which were processed in FY2009 (Table 1).  
 
The success of the SAMOS initiative has raised interest among additional U.S. and international 
RV operators. At OceanObs’09, presentations related to the role of mobile platforms in the ocean 
observing system (Roemmich et al. 2010) and the status of air-sea exchange (Gulev et al. 2010) 
both recommended that SAMOS be expanded to include more international vessel. Additional 
community white papers address the needs for expanding the role of RVs in the ocean observing 
system (Bourassa et al. 2010, Kent et al. 20101, Hood et al. 2010, Fairall et al. 2010, Gille et al. 
2010, Rienecker et al. 2010, Worley et al. 2010, Smith et al. 2010a). Although operator interest 
is expanding and the scientific need for observations is growing, flat funding at the SAMOS 
DAC has limited our ability to further increase the number of vessels contributing data to the 
DAC. As noted above, we do not actively recruit new vessels at present, but we will accept new 
vessels when approached. QC on these new recruits is limited (see below). 
  
Table 1: Ships transmitting observations to SAMOS DAC during FY 2008 and FY 2009. 
   Number of ship days with data 
Vessel Operator 1/10/2007 – 30/9/2008 1/10/2008 – 30/9/2009 
Atlantis WHOI 296 299 
David Star Jordan NOAA 88 76 
Delaware II NOAA - 84 
Fairweather NOAA 83 38 
Gordon Gunter NOAA 44 219 
Healy USCG 165 184 
Henry B. Bigelow NOAA 145 144 
Hi’ialakai NOAA 203 150 
Ka’imimoana NOAA 202 154 
Knorr WHOI 306 359 
Lawrence M. Gould NSF/Raytheon 260 331 
Miller Freeman NOAA 190 121 
Nancy Foster NOAA 178 147 
Oceanus WHOI 113 264 
Okeanos Explorer NOAA - 35 

                                                 
1 Kent, E.C., and Coauthors, 2010: “The Voluntary Observing Ship Scheme”, in Proceedings of the "OceanObs’09: Sustained 
Ocean Observations and Information for Society" Conference (Vol. 2), Venice, Italy, 21-25 September 2009, Hall, J., Harrison 
D.E. and Stammer, D., Eds., ESA Publication WPP-306, 2010 

3.1 Vessel Recruitment [Deliverable 1]



Oregon NOAA 85 183 
Oscar Dyson NOAA 214 201 
Oscar Elton Sette NOAA - 99 
Polar Sea USCG - 2 
Rainier NOAA 110 20 
Ronald Brown NOAA 161 173 
Southern Surveyor IMOS/Australia 85 168 
  2928 3451 
 

 
 
 3.2 Data quality evaluation [Deliverable 2]

 
Automated quality processing is completed on every set of data received from recruited vessels 
(Table 1). The automated processing continues to be a smooth operation with each data set being 
versioned and tracked via an SQL database. In FY2009, we evaluated 3451 days of underway 
meteorological and sea surface temperature data (an 18% increase from FY2008). These data 
cover most of the coastal regions around North America and extend into poorly sampled regions 
of the South Pacific, North Atlantic, and Southern Ocean (Fig. 1). The extent of these data from 
the tropics to the polar latitudes, along with many reports on the continental shelf, provide 
observations from the wide range of environmental conditions required by our users to meet 
objectives in satellite, air-sea exchange, physical oceanographic studies. The data collected and 
quality controlled by the DAC directly support the OCO program deliverables related to sea 
surface temperature, currents (via wind data), and the air-sea exchange of heat, momentum, and 
fresh water. 
 
Our lead analyst, Jeremy Rolph, continues to conduct daily (not 24/7) visual inspections of all 
observations. This inspection is a quick-look and does not allow time to add/alter quality control 
flags on the data. The inspection is a means to ensure the data received from the vessel are free 
of major sensor failures or other problems that would require notification of the vessel at sea. 
These at-sea notifications are highly desired by the vessel operators and onboard technicians and 
are the core benefit to the vessel operator. Prompt notification of problems results in quick 
resolution of sampling issues and adds value to the investment made by the operators in 
expensive marine observing systems. 
 
Most observations received since January 2009 underwent visual quality control to create a 
research-quality product. The visual analysis is accomplished using SVIDAT, a graphical user 
interface developed by COAPS programmers. SVIDAT allows the analyst to review, add, or 
modify data quality flags on the merged files. Once the analyst is satisfied with the data quality, 
the file is saved and posted automatically to the SAMOS ftp and web sites. This process also 
updates all necessary tracking information in the ship database and creates the copies of the 
original, preliminary, and research quality files for delivery to a national archive (see section 
3.6). Visual quality control is manpower intensive and has only been successful for 2009 due to 
the DAC securing additional funding via the National Science Foundation. These new funds are 
focused on vessels from the U.S. academic fleet, so our OCO funds have been focused on the 
quality evaluation of SAMOS observations received from the NOAA, USCG, and polar vessels. 
Visual QC for the Southern Surveyor is conducted by the Australians using SVIDAT. Even with 
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the additional funding from NSF, we are unable to provide research quality visual QC for newly 
recruited vessels, with the exception of any new NOAA vessels that come on line. 
 

 

Figure 1: Cruise tracks showing data provided to the SAMOS DAC for FY2008 (top) and 
FY2009 (bottom). Data are color coded by the primary operating institution. 
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 3.3 Metadata collection [Deliverable 3]

 
Collecting accurate and up-to-date vessel metadata continues to be a challenge. We increased the 
completeness of our metadata records by providing each of our data providers with a template 
listing the metadata values we had for their vessels. This survey, conducted in early 2009, 
resulted in some updates to our metadata content and we received some new digital imagery 
from several vessels. Several new vessels successfully used a graphical user interface developed 
at the DAC to upload their metadata via the web. We continue to actively work with our data 
providers to educate them on the importance of providing accurate metadata. 
 
The DAC is an active participant in metadata discussions within the domestic and international 
community. We continue to pursue development of an automated ship-to-shore metadata transfer 
protocol and will coordinate this activity via separate NSF funding. We anticipate that automated 
transfers will not occur for at least another 2-3 years. On the international level, SAMOS is an 
active participant in the JCOMM Ship Observation Team and has had initial discussions with the 
U.S. Voluntary Observing Ship (VOS) coordinator (Robert Luke) to develop necessary metadata 
to deliver the SAMOS observations via the global telecommunication system (GTS). The 
delivery of data to the GTS would be enhanced by more interaction between SAMOS, the U.S. 
VOS program, and the VOS port meteorological officers. At present, these interactions are 
completed on an ad-hoc basis. 

 
 3.4 New quality control methods [Deliverable 4]

 
A major time constraint on the visual quality evaluation is the identification of spikes and 
discontinuities within data time series. A new automated statistical spike and stair step indicator 
(SASSI) code was developed in FY2009 and has undergone successful initial testing. The code 
will be fully implemented in the coming months and should significantly reduce the workload of 
our visual data analysts (allowing them to process more vessels in less time). Through testing we 
learned that SASSI will have to be tuned for each individual vessel, due to variations in the 
precision at which each vessel makes atmospheric measurements. The vessel specific tuning 
parameters will be stored in our ship profile database, allowing the parameter to be altered if 
changes are made to shipboard instrumentation. 
 
Although not directly related to the quality control, the DAC has also reprogrammed several 
aspects of our automated data processing system. The code has been migrated from our old IRIX 
computer architecture to a faster LINUX architecture. Several sub-processes and database 
queries have been updated, resulting in a twenty-fold increase in the speed of the overall 
automated data processing. We have also developed new data ingest codes to read and process 
the Joint Global Ocean Flux Study format data we have received for the past 3 years from the 
Nathaniel Palmer. With this code, we will be able to back process these highly-valued 
observations from the Southern Ocean. 
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 3.5 Liaison activities [Deliverable 5]

 
The central liaison activity of the DAC in FY2009 was preparing contributions for the 
OceanObs’09 conference. The PI was lead author on community white papers focusing on the 
SAMOS data stewardship and a broader contribution on underway data collection from ships. 
The manuscripts emphasized the ability of ships, particularly research vessels, to make 
concurrent measurements while on another mission (e.g., commerce, science, deploying buoys 
and floats), making vessels an integral part of the global ocean observing system. Automated 
observing systems provide underway observations, like the meteorological data provide to the 
DAC, from shipping lanes and coastal regions (mostly commercial vessels) and the sparsely 
observed Southern Ocean (research and resupply vessels). Such data are not routinely 
assimilated into numerical weather prediction (NWP) models, however, due to their high-
temporal sampling and independence from NWP, they are ideal for applications including air-sea 
interaction studies, model validation and satellite calibration and validation. The need for 
additional shipboard observations was noted in these (and other) community white papers 
and directly affects most all of NOAA’s program deliverables. Without ships, the program 
cannot collect a wide range of essential climate observations and has limited ability to deploy 
moorings, drifters, floats, and other ocean observatory components. There is a need in for the 
Office of Climate Observation to support mechanisms to track research vessel operations, 
whether as part of a repeat hydrographic program (e.g., Hood et al. 2010) or simply a mission to 
conduct fishery assessment or a vessel repositioning transect on which additional secondary 
measurements can be collected. There needs to be a better connection between all aspects of U.S. 
research vessel operations (NOAA, Navy, University fleet, USCG) and the activities conducted 
by our international partners. 
 
The SAMOS DAC serves as the project office for the entire SAMOS initiative. In this capacity, 
DAC personnel facilitate U.S. and international collaborations on topics ranging from data 
accuracy, data acquisition and exchange, training activities, and data archival. Meetings attended 
in FY2009 include the UNOLS Research Vessel Technical Enhancement Committee (host 
institution, Oct. 2008), Gulf of Mexico Coastal Ocean Observing System DMAC (invited; Feb 
2009), Data Integration and Management on the Gulf of Mexico (May 2009), and JCOMM Ship 
Observation Team (invited, May 2009).  

 
 3.6 Data distribution (including website enhancement: deliverable 7) 

 
All near real-time (quick) and delayed-mode (research) data are available via the web 
(http://samos.coaps.fsu.edu/, under “Data Access”) and ftp (samos.coaps.fsu.edu, anonymous 
access, cd /samos_pub/data/) sites. The SAMOS web site also includes an overview of the 
initiative, provides links to relevant literature and best practices guides, and access to past 
SAMOS workshops. The DAC provides access to the preliminary quality controlled data for all 
22 ships currently recruited to the SAMOS initiative, and new research quality data are available 
for all ships from 1 January 2009 to present. We have improved our searchable metadata portal, 
which allows users to access ship- and parameter-specific metadata, by providing all information 
in a clear tabular format. The user may also download PDFs of the metadata and digital imagery. 
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The web site also provides access to recruitment materials for vessels, desired SAMOS 
parameters, accuracy requirements, and training materials. 
 
New in FY2009: 

 A THREDDS catalog (http://coaps.fsu.edu/thredds.php) which includes not only the 
SAMOS observations, but previous underway data from WOCE and other research vessel 
cruises. This server will facilitate the ingestion of SAMOS observations into the 
Observing System Monitoring Center. 

 The DAC is participating in an ongoing dialog with the U.S. VOS program (at NOAA 
NDBC) and several JCOMM SOT working groups to establish a protocol for placing 
SAMOS data onto the Global Telecommunication System (GTS). SAMOS data are not 
presently distributed via the GTS. We have an agreement in principle with JCOMM and 
U.S. VOS to create a “SAMOS call sign” that can be used to clearly identify a SAMOS 
record from a lower quality report from the same vessel on the GTS. This differentiation 
is essential to downstream data users. It also allows for a secondary set of metadata, from 
SAMOS, to be provided to the VOS program for participating vessels (even if they also 
provide data to VOS using National Meteorological Service provided instrumentation). 

 An agreement has been established with the National Oceanographic Data Center 
(NODC) and the co-located World Data Center for Oceanography, Silver Spring, 
preserve and disseminate SAMOS and other ocean data in their Ocean Archive System 
(OAS). To enable long-term preservation and dissemination of the SAMOS data with the 
OAS, SAMOS (the producer) and NODC (the archive) generate Submission, Archival, 
and Dissemination Information Packages (SIP, AIP, and DIP). Each SIP, generated by 
SAMOS, includes files that contain the original, preliminary, and research-quality data 
and metadata (e.g., file naming and format descriptions), and a message-digest algorithm 
5 (MD5) checksum for each file to ensure their integrity. SAMOS copies each SIP to a 
server for NODC to pull. After pulling an SIP, each consisting of data collected during a 
month from one ship, NODC generates an AIP. Each AIP contains all the data and 
metadata of its associated SIP, plus information that NODC adds to manage the AIP and 
to facilitate the dissemination of the data. For example, NODC adds an accession number 
(for tracking an AIP) and a Federal Geographic Data Committee standard-metadata 
record. After each AIP is completed, NODC makes it available online via two types of 
DIPs: the public may download individual files in the AIP–each file has a unique URL–
or the entire AIP in one “tarball” file. In addition, users may find all the SAMOS AIPs by 
searching for SAMOS under “Contributing projects” on the OAS at 
http://www.nodc.noaa.gov/Archive/Search. 

 
3.7 Deliverables pushed forward to FY2010 
 
Several deliverables will be pushed forward simply due to shifting priorities for DAC personnel 
and the continued increase in vessels providing data to the DAC. In FY2010 we will address the 
actions from the 2008 GOSUD/SAMOS workshop [Deliverable 6] in preparation for a SAMOS 
technical workshop sometime in late 2010. To address deliverable 8, we have a conceptual 
design in place for routinely producing air-sea fluxes from the SAMOS data and will implement 
this in the next year. We will also conduct a comparison of SAMOS data to several new NWP 
products. 
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4. Education and Outreach 
 

The U. S. is experiencing a shortage of personnel with the combined technical (e.g., electronics, 
fabrication, computer technology, etc.) and marine geosciences training needed to support 
offshore marine operations in the public and private sector. DAC personnel are engaged with the 
Marine Advanced Technology Education (MATE) Center at Monterey Peninsula College to 
better define technical careers in the marine sciences. The PI was invited to participate in the 
Ocean Science, Technology and Operations (OSTO) Workforce Workshop (November 2008) to 
help define the challenges facing the ocean technical workforce in the U. S. More recently, the 
DAC has contributed to workshops focused on the job functions, tasks, and necessary knowledge 
and skills for Oceanographic Instrumentation Technicians (March 2009) and Operational Marine 
Forecasters (September 2009). The overarching goal of these workshops is to define these 
emerging marine occupations and develop strategies to enhance/improve available educational 
opportunities at technical/community colleges and universities. The information collected will 
also be used to provide information on marine technical careers to secondary school students. 
 
COAPS personnel also presented information related to the research vessel data center at two 
north Florida outreach events. The first was WeatherFest, held in Tallahassee, FL (January 2009) 
and organized by NOAA’s National Weather Service Tallahassee Forecast Office, the Florida 
State University Department of Meteorology, and the North Florida Chapter of the American 
Meteorological Society. WeatherFest was attended by 500-700 people of all ages. The second 
activity was the FSU Coastal and Marine Laboratory Open House in April 2009. The open house 
was attended by ~1200 people of all ages. 
 
5. Publications and Reports 
 

 
 

5.1. Publications by Principal Investigators

Bourassa, M. A., S. Gille, C. Bitz, D. Carlson, I. Cerovecki, M. Cronin, W. �Drennan, C. 
Fairall, R. Hoffman, G. Magnusdottir, R. Pinker, I. Renfrew, �M. Serreze, K. Speer, L. 
Talley, G. Wick, 2009: High-Latitude Ocean and �Sea Ice Surface Fluxes: Requirements 
and Challenges for Climate �Research. Bull. Amer. Meteor. Soc. (submitted). 

 
Fairall, C. W., B. Barnier, D. I. Berry, M. A. Bourassa, E. F. Bradley, C. A. Clayson, G. de 

Leeuw, W. H. Drennan, S. T. Gille, S. K. Gulev, E. C. Kent, W. R. McGillis, G. D. Quartly, 
V. Ryabinin, S. R. Smith, R. A. Weller, M. J. Yelland, H.-M. Zhang, 2010: Observations to 
quantify air-sea fluxes and their role in climate variability and predictability. In Proceedings 
of the "OceanObs’09: Sustained Ocean Observations and Information for Society" 
Conference (Vol. 2), Venice, Italy, 21-25 September 2009, Hall, J., Harrison D.E. and 
Stammer, D., Eds., ESA Publication WPP-306. (in press) 

 
Gille, S., M. Bourassa, C. Bitz, D. Carlson, I. Cerovecki, M. Cronin, W. Drennan, C. Fairall, R. 

Hoffman, G. Magnusdottir, R. Pinker, I. Renfrew, M. Serreze, K. Speer, L. Talley, and G. 
Wick, 2009. Surface fluxes in high latitude regions. Proceedings of the OceanObs’09: 
Sustained Ocean Observations and Information for Society Conference (Vol. 1), Venice, 
Italy, eds. J. Hall, D.E. Harrison and D. Stammer, ESA Publication WPP-306. (in press). 
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C. Kent, C. M. Lee, M. J. McPhaden, P. M. S. Monteiro, U. Schuster, S. R. Smith, K. E. 
Trenberth, D. Wallace, and S. D. Woodruff, 2010: Surface energy and CO2 fluxes in the 
global ocean-atmosphere-ice system. In Proceedings of the "OceanObs’09: Sustained Ocean 
Observations and Information for Society" Conference (Vol. 1), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 
(in review) 

 
Hood, M., and 39 Coauthors (including S. R. Smith), 2010: Ship-based repeat hydrography: A 

strategy for a sustained global program. In Proceedings of the "OceanObs’09: Sustained 
Ocean Observations and Information for Society" Conference (Vol. 2), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 
(in press) 

 
Kara, A. B., A. J. Wallcraft, C. N. Barron, E. J. Metzger, R. Pauley and �M. A. Bourassa, 2009: 

Comparisons of Monthly Mean 10m Wind Speeds from �Satellites and NWP Products over 
the Global Ocean, J. Geophys. Res., �114, D16109, doi:10.1029/2008JD011696. 

 
Rienecker, M. M., T. Awaji, M. Balmaseda, B. Barnier, D. Behringer, M. Bell, M. Bourassa, P. 

Brasseur, J. Carton, J. Cummings, L.-A. Breivik, E. Dombrowsky, C. Fairall, N. Ferry, G. 
Forget, H. Freeland, S. M. Griffies, K. Haines, E. E. Harrison, P. Heimbach, M. Kamachi, E. 
Kent, T. Lee, P.-Y. Le Traon, M. McPhaden, M. J. Martin, P. Oke, M. D. Palmer, E. Remy, 
T. Rosati, A. Schiller, D. M. Smith, D. Snowden, D. Stammer, K. E. Trenberth, and Y. Xue, 
2009: Synthesis and assimilation systems - essential adjuncts to the global ocean observing 
system. Proceedings of the OceanObs’09: Sustained Ocean Observations and Information 
for Society Conference (Vol. 1), Venice, Italy, eds. J. Hall, D.E. Harrison and D. Stammer, 
ESA Publication WPP-306. (in review). 

 
Roemmich, D., L. Boehme, H. Claustre, H. Freeland, M. Fukasawa, G. Goni, W. J. Gould, N. 

Gruber, M. Hood, E. C. Kent, R. Lumpkin, S. R. Smith, P. Testor, 2010: Integrating the 
ocean observing system: Mobile platforms. In Proceedings of the "OceanObs’09: Sustained 
Ocean Observations and Information for Society" Conference (Vol. 1), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 
(in review) 

 
Smith, S. R., M. A. Bourassa, E. F. Bradley, C. Cosca, C. W. Fairall, G. J. Goni, J. T. Gunn, M. 

Hood, D. L. Jackson, E. C. Kent, G. Lagerloef, P. McGillivary, L. Petit de la Villeon, R. T. 
Pinker, E. Schulz, J. Sprintall, D. Stammer, A. Weill, G. A. Wick, M. J. Yelland, 2010a: 
Automated Underway Oceanic and Atmospheric Measurements from Ships. In Proceedings 
of the "OceanObs’09: Sustained Ocean Observations and Information for Society" 
Conference (Vol. 2), Venice, Italy, 21-25 September 2009, Hall, J., Harrison D.E. and 
Stammer, D., Eds., ESA Publication WPP-306. (in press) 

 
Smith, S. R., J. Rettig, J. Rolph, J. Hu, E. C. Kent, E. Schulz, R. Verein, S. Rutz, and C. Paver, 

2010b: The Data Management System for the Shipboard Automated Meteorological and 
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Oceanographic System (SAMOS) Initiative. In Proceedings of the "OceanObs’09: Sustained 
Ocean Observations and Information for Society" Conference (Vol. 2), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 
(in press) 

 
Woodruff, S., S. Worley, S. Lubker, Z. Ji, E. Freeman, D. Berry, P. Brohan, E. Kent, R. 

Reynolds, S. R. Smith, and C. Wilkinson, 2009: ICOADS Release 2.5: Extensions and 
Enhancements to the Surface Marine Meteorological Archive. Int. J. Climatology. Submitted. 

 
Worley, S. J., S. D. Woodruff, S. J. Lubker, Z. Ji, E. Freeman, E. C. Kent, P. Brohan, D. I. Berry, 

S. R. Smith, C. Wilkinson, and R. W. Reynolds, 2010: The role of ICOADS in the sustained 
ocean observing system. In Proceedings of the "OceanObs’09: Sustained Ocean 
Observations and Information for Society" Conference (Vol. 2), Venice, Italy, 21-25 
September 2009, Hall, J., Harrison D.E. and Stammer, D., Eds., ESA Publication WPP-306. 
(in press) 

 
 
 

5.2. Other Relevant Publications

Rettig, J. T., M. A. Bourassa, J. Hu, E. M. McDonald, J. J. Rolph, and S. R. Smith, 2009: Data 
management system to collect, quality control, distribute, and archive near real-time marine 
data. E-journal of Data Integration and Management on the Gulf of Mexico, 4 pp. Available 
from http://cs.tamucc.edu/dim/docs/papers/Jacob%20Rettig.doc. 
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1. Abstract 
 
This project covers the ocean data management at NOAA’s National Climatic Data Center, from 
observational data ingest to archive, blended products and data services. The surface marine data 
include those from ICOADS, VOSClim as well as satellite sea surface winds and air-sea fluxes. 
Achievement highlights for FY09 include data applications in offshore renewable energy sector 
and NOAA Coral Reef Watch.  
 
2. Project Summary 
 
The project “Ocean Data Management at NCDC” directly supports the mission of NCDC 
(NOAA National Climatic Data Center): “To provide stewardship and access to the Nation’s 
resource of global climate and weather related data and information, and assess and monitor 
climate variation and change.” This in turn directly supports the NOAA Mission: “To understand 
and predict changes in Earth’s environment and conserve and manage coastal and marine 
resources to meet our Nation’s economic, social, and environmental needs.” 
 
NCDC plays an active and important role in the national and international climate change 
monitoring and assessment programs [e.g., the US Climate Change Science Program (CCSP) 
Syntheses]. Climate change monitoring and assessment require meteorological and marine data 
over both land and ocean. Changes of environmental variables at and near the marine surface are 
important since they occur over approximately 70% of the Earth’s surface and contain important 
climate change signals. Due to the drastic property differences between water and air (e.g., 
density and heat capacity), huge amount of water, energy, momentum and gases (e.g., carbon 
dioxide) are constantly exchanged at the turbulent air-sea interface. These exchanges regulate the 
weather in the short term and the climate change in the long term. Thus, NCDC has been actively 



archiving, serving and utilizing the world’s surface marine data, and it will need to continue to 
do so. 
 
Modern day Global Ocean Observing System (GOOS) consists of multiple platforms and 
instruments (both in-situ and remote sensing). Each of these observations contributes to the 
understanding and assessment of climate change signals. However, individual instrument 
observations have limitations in coverage (in both time and space) and limitations on accuracy 
(e.g. Zhang et al 2004). To maximize benefits and integrally use all the available observations, it 
is necessary to blend them together to produce higher resolution and higher accuracy products 
(Zhang et al 2006; Reynolds et al 2007). For example, research on global water and energy 
budgets and numerical weather and ocean forecasts demand increasingly higher resolution 
forcing data (better than daily and 50 km; e.g., WMO/TD-No. 1036, 2000; Curry et al. 2004). 
The recent international Global Earth Observation System of Systems (GEOSS) and Global 
Climate Observing System (GCOS) also called for optimal combinations of the above platforms 
for integrated global observing system and service (Zhang et al 2009). 
 
There are typically three types of errors in observations and blended products: 1) random error; 
2) sampling error; and 3) bias error. The bias error is the systematic difference between one 
instrument (or a set of instruments, e.g., in-situ observations) and another (e.g., remote 
sensing/satellite observations). The combined error for all terms should be reduced to a required 
accuracy for meaningful climate change diagnostics. In the satellite era, satellite observations 
provide dense data coverage, thus in-situ data play a minor role in the reduction of random and 
sampling errors and in increasing resolutions in blended products. However, in-situ observations 
provide the “ground-truth”, thus play an essential role in correcting the systematic biases of 
indirect measurements (e.g., remote sensing/satellite observations that are calibrated to in-situ 
observations, e.g. Zhang et al 2009).  
 
The overall objectives of this project are: 1) to ingest the world’s marine observations into the 
NCDC archives; 2) to quality control the data for various applications (such as for Reanalysis); 
3) to produce blended products for optimal use of all the observations; and 4) to improve services 
for a wide variety of user communities, including marine ecosystem/fisheries and offshore 
renewable energy. Highlighted accomplishments are described in the next section. 
 
 
3. Scientific Accomplishments 
 
Accomplishment Highlights 
 
This year, we forged efforts to collaborate with private sectors and other government and 
research communities to promote data applications and societal benefits. In particular, our 
Blended Seawinds has been used for the sectors of offshore renewable energy (Fig. 1; Zhang and 
Sturman 2009) and marine ecosystem. Our global 0.25°, 6-hourly sea winds are neutral winds at 
10 m above sea level; a private consulting firm has converted the 10-m winds to the offshore 
wind turbine heights, e.g. at 50 m, 70 m and 90 m above sea level.  Compared against offshore 
meteorological masts at these heights, the converted winds and mast winds achieved a 
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correlation of 92%. The PI also worked with a cross-NOAA team to draft a “One‐NOAA Energy 

Initiative for FY12‐16 PPBES: Proposed Integrated Plan for NOAA’s Roles in Energy in the 

Coming Decade”. In marine ecosystem, our near-real-time Blended Seawinds have been used in 
NOAA’s Coral Reef Watch (http://coralreefwatch.noaa.gov/satellite/doldrums_v2/index.html). 
Low wind condition significantly contributes to higher water temperatures during bleaching 
seasons. The wind monitoring (for detecting Doldrums condition) is a very important component 
of the NOAA’s coral reef monitoring. 
 

NOAA’s National Climatic Data Center

Asheville, NC

NCDC Supports Renewable Energy
- Use Case for Offshore Energy from Wind, Wave and Tides & Currents

Renewable energy becomes more 
important, & is interlinked to 
economy development, environment 
quality and climate change

Pilot projects are being started in 
several US coastal states: ME, MA, 
RI, OR … (e.g. CapeWind.org)

NCDC “Blended Seawinds” have 
been used by this private sector and 
research institutions

Wind patterns, determined from NCDC 
satellite Climate Data Records, play an 
important role in Wind Energy site selection

Wind Climatology

 
    
Specific Deliverables 
 



3.1 ICOADS  - Access to historical records; Improved GIS functionality 
 
Available global surface marine data from the late 18th century to date have been assembled, 
quality controlled, and made widely available to the international research community in 
products of the International Comprehensive Ocean-Atmosphere Data Set (ICOADS). NCDC 
continues to ingest, archive, quality control and serve the ICOADS data 
(http://www7.ncdc.noaa.gov/CDO/CDOMarineSelect.jsp). 
 
We expanded customer services, including the complete archive of historical data prior to 2005, 
made available online (via Climate Data Online—CDO).  Prototype GIS Services application 
was placed in production for ICOADS data access.  

 
3.2 VOSClim - Increased data volume of archive and service; continued VOSClim 
webpage maintenance updating monthly statistics and data access, and service with the Global 
Collecting Center (GCC). 
 
VOSClim is an ongoing project within WMO/IOC JCOMM's Voluntary Observing Ships' 
Scheme. It aims to provide a high-quality subset of marine meteorological data, with extensive 
associated metadata, to be available in both real-time and delayed mode to support global climate 
studies.  
 
3.3  Operational production and service of the blended 0.25°, 6-hourly sea winds, with 
addition of a Near-Real-Time version.  
 
These data are available in various methods described in the website at 
http://www.ncdc.noaa.gov/oa/rsad/seawinds.html. 
 
3.4 Experimental production of air-sea sensible and latent heat fluxes.  
 
The air-sea turbulent heat fluxes have computed for the time period Jan 2002 to Dec 2008.  
 
3.5 Develop web and data archive and services for SURFA. 
 
The SURFA data archive includes daily ingest of NWP model data from ECMWF and German 
DWD as well as daily ingest of in-situ data from OceanSITES and other buoys. The data are 
available by ftp and THREDDS: http://www.ncdc.noaa.gov/oa/rsad/air-sea/surfa.html. A model-
data intercomparison paper will be presented at the AGU Fall Meeting (Stanitski et al 2009).  
 
 
4. Education and Outreach 
 
During this year, the PI, Dr. Zhang, went to two middle school classes talking about his career as 
meteorologists and oceanographers. Recently he also participated in a middle school career fair 
on behalf of NOAA’s National Climatic Data Center. The PIs, including Zhang, Reynolds, Hall 
and Freeman, had been (co)authors for several Community Whitepapers for the international 
OceanObs’09 conference. The PIs had also engaged private sectors, government agencies and 

 FY2009 Annual Report: Ocean Data Management at NCDC  Page 4 of 6 

http://www7.ncdc.noaa.gov/CDO/CDOMarineSelect.jsp
http://www.ncdc.noaa.gov/oa/rsad/air-sea/surfa.html


policy makers to promote data use in societal benefits (offshore wind and marine ecosystem, as 
detailed in Section 3), and policy making and NOAA’s PPBES (BAMS Jan 2009 cover story - 
Zhang et al 2009).  Additionally, Dr. Zhang is serving in the AMS STAC on Air-Sea Interaction 
and WCRP working groups (SEAFLUX and SURFA). 
 
 
 
 
5. Publications and Reports 
 

 
 

 
5.1. Publications by Principal Investigators

Zhang co-authored “One‐NOAA Energy Initiative for FY12‐16 PPBES: Proposed Integrated 

Plan for NOAA’s Roles in Energy in the Coming Decade”. 
 
Zhang, H.-M., R.W. Reynolds, R. Lumpkin, R. Molinari, K. Arzayus, M. Johnson, T.M. Smith, 

2009: An Integrated Global Ocean Observing System for Sea Surface Temperature Using 
Satellites and In situ Data: Research-to-Operations, Bulletin of the American Meteorological 
Society, 90 (No. 1), DOI: 10.1175/2008BAMS2577.1 

 
Anderson, D.M., and H.-M. Zhang, 2009: Shallow ocean overturning and the heat and carbon 

content of the Glacial Tropical Ocean. Global and Planetary Change, 69, 29–34, 
doi:10.1016/j.gloplacha.2009.07.006. 

 
Zhang, H.-M., and R.W. Reynolds, 2009: Sea Surface Wind Patterns from Multiple & Decadal 
Satellite Observations. EnergyOcean 2009 Conference (Guest Speaker), June 18 -18, 2009, 

Rockport, Maine.  
 
Zhang, H.-M., and J.J. Sturman, 2009: Multiple Satellite Blended Sea Surface Winds and Their  
Applications to Offshore Renewable Energy. (accepted for oral presentation at the AMS First 

Conference on Weather, Climate, and the New Energy Economy.) 
 
 Fairall, C.W., B. Barnier, D. I. Berry, M. A. Bourassa, E. F. Bradley, C. A. Clayson, G. de 

Leeuw, W.M. Drennan, S.T. Gille, S.K. Gulev, E.C. Kent, W.R. McGillis, G.D. Quartly, V. 
Ryabinin, S. R. Smith, R.A. Weller, M.J. Yelland, and H.-M. Zhang, 2009: Observations to 
Quantify Air-Sea Fluxes and Their Role in Climate Variability and Predictability. 
OceanObs’09 Community Whitepaper. 

 
Woodruff, S.D., N. Scott, D. I. Berry, M. A. Bourassa, E. Charpentier, S. K. Gulev, H. Haar, E. 

C. Kent, R. W. Reynolds, G. Rosenhagen, M. Rutherford, V. Swail, S. J. Worley, H.-M. 
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Zhang, and R. Zöllner, 2009: Surface In Situ Datasets for Marine Climatological 
Applications. OceanObs’09 Community Whitepaper. 

 
Stanitski, D., C. W. Fairall, R. Weller, E.F. Bradley, H.-M. Zhang, W. Hankins, and A. Beljaars, 

2009: Comparisons of in situ observations of bulk near-surface meteorological variables, 
turbulent and radiative fluxes, and cloud properties with operational NWP models in the 
VOCALS region. (to be presented at the 2009 AGU Fall Meeting) 

 
 
 
 

 
 

 
5.2. Other Relevant Publications/Applications

Use in Offshore Renewable Energy:  http://www.atmosconsulting.com/services/multi-
discipline/windscan/  

 
NOAA Coral Reef Watch: http://coralreefwatch.noaa.gov/satellite/doldrums_v2/index.html 
 
Citations (including wind animations) in OceanObs’09 plenary presentation and numerous 

Community White Papers. 
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